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Preface

During the 27 years since the publication of the first edition of this textbook,
many changes have occurred in the field of public water supply that impact
directly the theory and practice of water treatment, the subject of this book.
The following are some important changes:

1.

Improved techniques and new instrumental methods for the mea-
surement of constituents in water, providing lower detection limits
and the ability to survey a broader array of constituents.

The emergence of new chemical constituents in water whose sig-
nificance is not understood well and for which standards are not
available. Many of these constituents have been identified using the
new techniques cited above, while others are continuing to find their
way into water as a result of the synthesis and development of new
compounds. Such constituents may include disinfection by-products,
pharmaceuticals, household chemicals, and personal care products.

Greater understanding of treatment process fundamentals including
reaction mechanisms and kinetics, through continued research. This
new understanding has led to improved designs and operational
strategies for many drinking water treatment processes.

The development and implementation of new technologies for water
treatment, including membrane technologies (e.g., membrane filtra-
tion and reverse osmosis), ultraviolet light (UV) disinfection, and
advanced oxidation.

The development and implementation of new rules to deal with
the control of pathogenic microorganisms, while at the same time
minimizing the formation of disinfection by-products.
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6. The ever-increasing importance of the management of residuals
from water treatment plants, including such issues as concentrate
management from reverse-osmosis processes.

The second edition of this textbook, published in 2005, was a complete
rewrite of the first edition and addressed many of these changes. This
third edition continues the process of revising the book to address these
changes, as well as reorganizing some topics to enhance the usefulness of
this book as both a textbook and a reference for practicing professionals.
Major revisions incorporated into this edition are presented below.

1. A new chapter on advanced oxidation (Chap. 18) has been added.

2. A table of important nomenclature has been added to the beginning
of each chapter to provide a resource for students and practitioners
learning the vocabulary of water treatment.

3. The theory and practice of mixing has been moved from the coag-
ulation/flocculation chapter to the reactor analysis chapter to unify
the discussion of hydraulics and mixing.

4. A new section on enhanced coagulation has been added to the
coagulation chapter.

5. The adsorption chapter has been expanded to provide additional
detail on competitive adsorption, kinetics, and modeling of both
fixed-bed and flow-through adsorption systems.

6. Material has been updated on advanced treatment technologies such
as membrane filtration, reverse osmosis, and side-stream reactors for
ozone addition.

7. The discussion of applications for RO has been updated to include
brackish groundwater, wastewater, and other impaired water sources,
as well as expanded discussion of concentrate management and
energy recovery devices.

8. A new section on pharmaceuticals and personal care products has
been added to Chap 20.

9. New section headings have been added in several chapters to clarify
topics and make it easier to find content.

10. Topics and material has been reorganized in some chapters to clarify
material.

11. The final chapter in this book has been updated with new case
studies that demonstrate the synthesis of full-scale treatment trains.
This chapter has been included to allow students an opportunity to
learn how water treatment processes are assembled to create a water
treatment plant, to achieve multiple water quality objectives, starting
with different raw water qualities.
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Important Features of This Book

This book is written to serve several purposes: (1) an undergraduate
textbook appropriate for elective classes in water treatment, (2) a graduate-
level textbook appropriate for teaching water treatment, groundwater
remediation, and physical chemical treatment, and (3) a reference book
for engineers who are designing or operating water treatment plants.

To convey ideas and concepts more clearly, the book contains the
following important elements: (1) 170 example problems worked out in
detail with units, (2) 399 homework problems, designed to develop students
understanding of the subject matter, (3) 232 tables that contain physical
properties of chemicals, design data, and thermodynamic properties of
chemicals, to name a few, and (4) 467 illustrations and photographs. Metric
SI and U.S. customary units are given throughout the book. Instructors
will find the example problems, illustrations, and photographs useful in
introducing students to fundamental concepts and practical design issues.
In addition, an instructor’s solutions manual is available from the publisher.

The Use of This Book

Because this book covers a broad spectrum of material dealing with the
subject of water treatment, the topics presented can be used in a variety of
undergraduate and graduate courses. Topics covered in a specific course
will depend on course objectives and the credit hours. Suggested courses
and course outlines are provided below.

The following outline would be appropriate for a one-semester intro-
ductory course on water treatment.

Topic Chapter Sections
Introduction to Water Quality 1 All

Physical and Chemical Quality of 2 All

Water

Microbiological Quality of Water 3 Al
Introduction to Water Treatment 4 All
Chemical Oxidation 8 81, 82, 83
Coagulation and Flocculation 9 91, 9-2, 94, 95, 9-7
Gravity Separation 10 All

Granular Filtration 11 All
Membrane Filtration 12 All
Disinfection 13 All, except 13-4 and 13-5
Synthesis of Treatment Trains: Case 23 All

Studies from Bench to Full Scale

Xi
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The following outline would be appropriate for a two-semester course on
water treatment.

First Semester
Topic Chapter  Sections
Introduction to Water Quality All
Physical and Chemical Quality of Water All

1
2
Microbiological Quality of Water 3 All
Introduction to Water Treatment 4 All
5
6
9

Principles of Chemical Reactions All
Principles of Reactor Analysis and Mixing All

Coagulation and Flocculation All
Gravity Separation 10 All
Granular Filtration 11 All
Membrane Filtration 12 All
Disinfection 13 All
Synthesis of Treatment Trains: Case Studies from Bench 23 All
to Full Scale

Second Semester

Principles to Mass Transfer 7 All
Aeration and Stripping 14 All
Adsorption 15 All
lon Exchange 16 All
Reverse Osmosis 17 All
Chemical Oxidation and Reduction 8 All
Advanced Oxidation 18 All
Disinfection/Oxidation Byproducts 19 All
Removal of Selected Constituents 20 All
Residuals Management 21 All
Internal Corrosion of Water Conduits 22 All

The following outline would be appropriate for a one-semester course on
physical chemical treatment.

Topic Chapter Sections
Principles of Chemical Reactions 5 All
Principles of Reactor Analysis and Mixing 6 All
Chemical Oxidation and Reduction 8 All
Disinfection/Oxidation Byproducts 19 All
Coagulation and Flocculation 9 All
Gravity Separation 10 All
Granular Filtration 11 All
Membrane Filtration 12 All

(continued)



Topic

Principles of Mass Transfer
Aeration and Stripping
Adsorption

lon Exchange

Reverse Osmosis

Chapter

7
14
15
16
17

Preface

Sections

All
All
All
Al
All

The following topics would be appropriate for the physical-chemical portion

of a one-semester course on ground water remediation.

Topic

Principles of Chemical Reactions
Principles of Reactor Analysis and Mixing
Principles of Mass Transfer

Aeration and Stripping

Adsorption

lon Exchange

Chemical Oxidation and Reduction

Advanced Oxidation
Disinfection/Oxidation Byproducts

Chapter

5
6
7
14
15
16
8

18
19

Sections

Al

Al

Al

Al

Al

Al
81,82, 83,
84,85, 86

Al

Al

The following topics would be appropriate for a portion of a one-semester

course on water quality.

Topic

Introduction to Water Quality

Physical and Chemical Quality of Water
Microbiological Quality of Water
Introduction to Water Treatment
Disinfection

Internal Corrosion of Water Conduits

Chapter

1
2
3
4
13
22

Sections

Al
Al
All
All
All
Al

Xiii
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rate. These changes are driven by many different pressures, including
water scarcity, regulatory requirements, public awareness, research, and
our creative desire to find better, more cost-effective solutions to providing
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According to the recent United Nations Report Sick Water (UNEP and
UN-HABITAT, 2010), over half of the world’s hospital beds are occupied
with people suffering from illnesses linked to contaminated water and more
people die as a result of polluted water than are killed by all forms of violence
including wars. Perhaps our combined technologies and dedication can
help change this reality.

The purpose of this third edition is to update our understanding of the
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References

Securing and maintaining an adequate supply of water has been one
of the essential factors in the development of human settlements. The
earliest developments were primarily concerned with the quantity of water
available. Increasing population, however, has exerted more pressure on
limited high-quality surface sources, and the contamination of water with
municipal, agricultural, and industrial wastes has led to a deterioration
of water quality in many other sources. At the same time, water quality
regulations have become more rigorous, analytical capabilities for detecting
contaminants have become more sensitive, and the general public has
become both more knowledgeable and more discriminating about water

MWH’s Water Treatment: Principles and Design, Third Edition 1
John C. Crittenden, R. Rhodes Trussell, David W. Hand, Kerry J. Howe and George Tchobanoglous
Copyright © 2012 John Wiley & Sons, Inc.



1 Introduction

quality. Thus, the quality of a water source cannot be overlooked in water
supply development. In fact, virtually all sources of water require some form
of treatment before potable use.

Water treatment can be defined as the processing of water to achieve
a water quality that meets specified goals or standards set by the end
user or a community through its regulatory agencies. Goals and standards
can include the requirements of regulatory agencies, additional require-
ments set by a local community, and requirements associated with specific
industrial processes. The evolution of water treatment practice has a rich
history of empirical and scientific developments and challenges met and
overcome.

The primary focus of this book is the application of water treatment
for the production of potable, or drinking, water on a municipal level.
Water treatment, however, encompasses a much wider range of problems
and ultimate uses, including home treatment units, community treatment
plants, and facilities for industrial water treatment with a wide variety of
water quality requirements that depend on the specific industry. Water
treatment processes are also applicable to remediation of contaminated
groundwater and other water sources and wastewater treatment when the
treated wastewater is to be recycled for new uses. The issues and processes
covered in this book are relevant to all of these applications.

This book thoroughly covers a full range of topics associated with
water treatment, starting in Chaps. 2 and 3 with an in-depth exploration
of the physical, chemical, and microbiological aspects that affect water
quality. Chapter 4 presents an overview of factors that must be consid-
ered when selecting a treatment strategy. Chapters 5 through 8 explain
background concepts necessary for understanding the principles of water
treatment, including fundamentals of chemical reactions, chemical reac-
tors, mass transfer, and oxidation/reduction reactions. Chapters 9 through
18 are the heart of the book, presenting in-depth material on each of the
principal unit processes used in municipal water treatment. Chapters 19
through 22 present supplementary material that is essential to an over-
all treatment system, including issues related to disinfection by-products,
treatment strategies for specific contaminants, processing of treatment
residuals, and corrosion in water distribution systems. The final chapter,
Chap. 23, synthesizes all the previous material through a series of case
studies.

The purpose of this introductory chapter is to provide some perspective
on the (1) historical development of water treatment, (2) health concerns,
(3) constituents of emerging concern, (4) evolution of water treatment
technology, and (5) selection of water treatment processes. The material
presented in this chapter is meant to serve as an introduction to the
chapters that follow in which these and other topics are examined in
greater detail.



1-2 Health and Environmental Concerns

1-1 History of the Development of Water Treatment

Some of the major events and developments that contributed to our
understanding of the importance of water quality and the need to provide
some means of improving the quality of natural waters are presented in
Table 1-1. As reported in Table 1-1, one of the earliest water treatment
techniques (boiling of water) was primarily conducted in containers in the
households using the water. From the sixteenth century onward, however,
it became increasingly clear that some form of treatment of large quantities
of water was essential to maintaining the water supply in large human
settlements.

1-2 Health and Environmental Concerns

The health concerns from drinking water have evolved over time. While
references to filtration as a way to clarify water go back thousands of years,
the relationship between water quality and health was not well understood
or appreciated. Treatment in those days had as much to do with the
aesthetic qualities of water (clarity, taste, etc.) as it did on preventing
disease. The relationship between water quality and health became clear in
the nineteenth century, and for the first 100 years of the profession of water
treatment engineering, treatment was focused on preventing waterborne
disease outbreaks. Since 1970, however, treatment objectives have become
much more complex as public health concerns shifted from acute illnesses
to the chronic health effects of trace quantities of anthropogenic (man-
made) contaminants.

In the middle of the nineteenth century it was a common belief that diseases
such as cholera and typhoid fever were primarily transmitted by breathing
miasma, vapors emanating from a decaying victim and drifting through
the night. This view began to change in the last half of that century. In
1854, Dr. John Snow demonstrated that an important cholera epidemic
in London was the result of water contamination (Snow, 1855). Ten years
later, Dr. Louis Pasteur articulated the germ theory of disease. Over the next
several decades, a number of doctors, scientists, and engineers began to
make sense of the empirical observations from previous disease outbreaks.
By the late 1880s, it was clear that some important epidemic diseases
were often waterborne, including cholera, typhoid fever, and amoebic
dysentery (Olsztynski, 1988). As the nineteenth century ended, methods
such as the coliform test were being developed to assess the presence of
sewage contamination in a water supply (Smith, 1893), and the conven-
tional water treatment process (coagulation/flocculation/sedimentation/
filtration) was being developed as a robust way of removing contamination
from municipal water supplies (Fuller, 1898).

Nineteenth
Century
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Table 1-1

1 Introduction

Historical events and developments that have been precursors to development of modern water
supply and treatment systems

Period
4000 B.c.

3000 to 1500 B.c.

1500 B.C.

Fifth century B.c.
Third century B.c.
340 B.C. to

225 AD.

1676
1703

1746

1804

1807
1829
1835

1846

1854

1854

Event

Ancient Sanskrit and Greek writings recommend water treatment methods. In the
Sanskrit Ousruta Sanghita it is noted that “impure water should be purified by being
boiled over a fire, or being heated in the sun, or by dipping a heated iron into it, or it may
be purified by filtration through sand and coarse gravel and then allowed to cool.”

Minoan civilization in Crete develops technologies so advanced they can only be
compared to modern urban water systems developed in Europe and North America in the
second half of the nineteenth century. Technology is exported to Mediterranean region.

Egyptians reportedly use the chemical alum to cause suspended particles to settle out
of water. Pictures of clarifying devices were depicted on the wall of the tomb of
Amenophis Il at Thebes and later in the tomb of Ramses Il

Hippocrates, the father of medicine, notes that rainwater should be boiled and strained.
He invents the “Hippocrates sleeve,” a cloth bag to strain rainwater.

Public water supply systems are developed at the end of the third century B.c. in Rome,
Greece, Carthage, and Egypt.

Roman engineers create a water supply system that delivers water [490 megaliters per
day (130 million gallons per day)] to Rome through aqueducts.

Anton van Leeuwenhoek first observes microorganisms under the microscope.

French scientist La Hire presents a plan to French Academy of Science proposing that
every household have a sand filter and rainwater cistern.

French scientist Joseph Amy is granted the first patent for a filter design. By 1750 filters
composed of sponge, charcoal, and wool could be purchased for home use.

The first municipal water treatment plant is installed in Paisley, Scotland. The filtered
water is distributed by a horse and cart.

Glasgow, Scotland, is one of the first cities to pipe treated water to consumers.
Installation of slow sand filters in London, England.

Dr. Robley Dunlingsen, in his book Public Health, recommends adding a small quantity of
chlorine to make contaminated water potable.

Ignaz Semmelweiss (in Vienna) recommends that chlorine be used to disinfect the hands
of physicians between each visit to a patient. Patient mortality drops from 18 to 1
percent as a result of this action.

John Snow shows that a terrible epidemic of Asiatic cholera can be traced to water at
the Broad Street Well, which has been contaminated by the cesspool of a cholera victim
recently returned from India. Snow, who does not know about bacteria, suspects an
agent that replicates itself in the sick individuals in great numbers and exits through the
gastrointestinal tract, and is transported by the water supply to new victims.

Dr. Falipo Pacini, in ltaly, identifies the organism that causes Asiatic cholera, but his
discovery goes largely unnoticed.
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Table 1-1 (Continued)

Period
1856

1864
1874
1880
1881
1883
1884
1884

1892

1892

1893

1897

1902

1903

1906

1908

1911

Event

Thomas Hawksley, civil engineer, advocates continuously pressurized water systems as a
strategy to prevent external contamination.

Louis Pasteur articulates the germ theory of disease.

Slow sand filters are installed in Poughkeepsie and Hudson, New York.

Karl Eberth isolates the organism (Salmonella typhosa) that causes typhoid fever.
Robert Koch demonstrates in the laboratory that chlorine will inactivate bacteria.
Carl Zeiss markets the first commercial research microscope.

Professor Escherich isolates organisms from the stools of a cholera patient that he initially thought
were the cause of cholera. Later it is found that similar organisms are also present in the intestinal
tracts of every healthy individual as well. Organism eventually named for him (Escherichia coli).

Robert Koch proves that Asiatic cholera is due to a bacterium, Vibrio cholerea, which he calls the
comma bacillus because of its comma-like shape.

A cholera epidemic strikes Hamburg, Germany, while its neighboring city, Altona, which treats its
water using slow sand filtration, escapes the epidemic. Since that time, the value of granular
media filtration has been widely recognized.

The New York State Board of Health uses the fermentation tube method developed by Theobald
Smith for the detection of E. coli to demonstrate the connection between sewage contamination
of the Mohawk River and the spread of typhoid fever.

First sand filter built in America for the express purpose of reducing the death rate of the
population supplied is constructed at Lawrence, Massachusetts. To this end, the filter proves to
be a great success.

G. W. Fuller studies rapid sand filtration [5 cubic meters per square meter per day (2 gallons per
square foot per day)] and finds that bacterial removals are much better when filtration is preceded
by good coagulation and sedimentation.

The first drinking water supply is chlorinated in Middelkerke, Belgium. Process is actually the
“Ferrochlor” process wherein calcium hypochlorite and ferric chloride are mixed, resulting in both
coagulation and disinfection.

The iron and lime process of treating water (softening) is applied to the Mississippi River water
supplied to St Louis, Missouri.

First use of ozone as a disinfectant in Nice, France. First use of ozone in the United States occurs
some four decades later.

George Johnson, a member of Fuller's consulting firm, helps install continuous chlorination in
Jersey City, New Jersey.

Johnson publishes “Hypochlorite Treatment of Public Water Supplies” in which he demonstrates
that filtration alone is not enough for contaminated supplies. Adding chlorination to the process of
water treatment greatly reduces the risk of bacterial contamination.

(continues)
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Table 1-1 (Continued)
Period
1914 U.S. Public H

1 Introduction

Event

ealth Service (U.S. PHS) uses Smith’s fermentation test for coliform to set standards

for the bacteriological quality of drinking water. The standards applied only to water systems that

provided drin
1941 Eighty-five pe

king water to interstate carriers such as ships and trains.
rcent of the water supplies in the United States are chlorinated, based on a survey

conducted by U.S. PHS.
1942 U.S. PHS adopts the first comprehensive set of drinking water standards.

1974 Dutch and American studies demonstrate that chlorination of water forms trihalomethanes.
1974 Passage of the Safe Drinking Water Act (SDWA).

Source: Adapted from AWWA (1971), Baker (1948), Baker and Taras (1981), Blake (1956), Hazen (1909), Salvato (1992),

and Smith (1893).

Twentieth
Century

The twentieth century began with the development of continuous chlori-
nation as a means for bacteriological control, and in the first four decades
the focus was on the implementation of conventional water treatment and
chlorine disinfection of surface water supplies. By 1940, the vast majority
of water supplies in developed countries had ‘“‘complete treatment’” and
were considered microbiologically safe. In fact, during the 1940s and 1950s,
having a microbiologically safe water supply became one of the principal
signposts of an advanced civilization. The success of filtration and disinfec-
tion practices led to the virtual elimination of the most deadly waterborne
diseases in developed countries, particularly typhoid fever and cholera.

FROM BACTERIA TO VIRUSES

The indicator systems and the treatment technologies for water treatment
focused on bacteria as a cause of waterborne illness. However, scientists
demonstrated that there were some infectious agents much smaller than
bacteria (viruses) that could also cause disease. Beginning in the early
1940s and continuing into the 1960s, it became clear that viruses were also
responsible for some of the diseases of the fecal-oral route, and traditional
bacterial tests could not be relied upon to establish their presence or
absence.

ANTHROPOGENIC CHEMICALS AND COMPOUNDS

Concern also began to build about the potential harm that anthropogenic
chemicals in water supplies might have on public health. In the 1960s, the
U.S. PHS developed some relatively simple tests using carbon adsorption
and extraction in an attempt to assess the total mass of anthropogenic
compounds in water. Then in the mid-1970s, with the development of
the gas chromatograph/mass spectrometer, it became possible to detect
these compounds at much lower levels. The concern about the potential



1-2 Health and Environmental Concerns

harm of man-made organic compounds in water coupled with improving
analytical capabilities has led to a vast array of regulations designed to
address these risks. New issues with anthropogenic chemicals will continue
to emerge as new chemicals are synthesized, analytical techniques improve,
and increasing population density impacts the quality of water sources.

DISINFECTION BY-PRODUCTS

A class of anthropogenic chemicals of particular interest in water treatment
is chemical by-products of the disinfection process itself (disinfection by-
products, or DBPs). DBPs are formed when disinfectants react with species
naturally present in the water, most notably natural organic matter and
some inorganic species such as bromide. The formation of DBPs increases
as the dose of disinfectants or contact time with the water increases.
Reducing disinfectant use to minimize DBP formation, however, has direct
implications for increasing the risk of illness from microbial contami-
nation. Thus, a trade-off has emerged between using disinfection to control
microbiological risks and preventing the formation of undesirable man-
made chemicals caused by disinfectants. Managing this trade-off has been
one of the biggest challenges of the water treatment industry over the last
30 years.

MODERN WATERBORNE DISEASE OUTBREAKS

While severe waterborne disease has been virtually eliminated in developed
countries, new sources of microbiological contamination of drinking water
have surfaced in recent decades. Specifically, pathogenic protozoa have
been identified that are zoonotic in origin, meaning that they can pass
from animal to human. These protozoan organisms are capable of forming
resistant, encysted forms in the environment, which exhibit a high level
of resistance to treatment. The resistance of these organisms has further
complicated the interrelationship between the requirements of disinfection
and the need to control DBPs. In fact, it has become clear that processes
that provide better physical removal of pathogens are required in addition
to more efficient processes for disinfection.

The significance of these new sources of microbiological contamina-
tion has become evident in recent waterborne disease outbreaks, such as
the outbreaks in Milwaukee, Wisconsin, in 1993 and Walkerton, Ontario,
in 2000. In Milwaukee, severe storms caused contamination of the water
supply and inadequate treatment allowed Cryptosporidium to enter the
water distribution system, leading to over 400,000 cases of gastrointestinal
illness and over 50 deaths (Fox and Lytle, 1996). The Walkerton inci-
dent was caused by contamination of a well in the local water system
by a nearby farm. During the outbreak, estimates are that more than
2300 persons became ill due to E. coli O157:H7 and Campylobacter species
(Clark et al., 2003). Of the 1346 cases that were reported, 1304 (97 per-

cent) were considered to be directly due to the drinking water. Sixty-five
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persons were hospitalized, 27 developed hemolytic uremic syndrome, and
6 people died.

Another challenge associated with microbial contamination is that the
portion of the world’s population thatis immunocompromised is increasing
over time, due to increased life spans and improved medical care. The
immunocompromised portion of the population is more susceptible to
health risks, including those associated with drinking water.

As the twenty-first century begins, the challenges of water treatment have
become more complex. Issues include the identification of new pathogens
such as Helicobacter pylori and the noroviruses, new disinfection by-products
such as N-nitrosodimethylamine (NDMA), and a myriad of chemicals,
including personal care products, detergent by-products, and other con-
sumer products. As analytical techniques improve, it is likely that these
issues will grow, and the water quality engineer will face ever-increasing
challenges.

1-3 Constituents of Emerging Concern

Number
of Possible
Contaminants

Pharmaceuticals
and Personal
Care Products

Contaminants and pathogens of emerging concern are by their very nature
unregulated constituents that may pose a serious threat to human health.
Consequently, they pose a serious obstacle to delivering the quality and
quantity of water that the public demands. Furthermore, emerging con-
taminants threaten the development of more environmentally responsible
water resources that do not rely on large water projects involving reser-
voirs and dams in more pristine environments. Creating acceptable water
from water resources that are of lower quality because of contaminants of
emerging concern is more expensive, and there is resistance to increased
spending for public water supply projects (NRC, 1999).

The sheer number of possible contaminants is staggering. The CAS (Chem-
ical Abstracts Service, a division of the American Chemical Society) Registry
lists more than 55 million unique organic and inorganic chemicals (CAS,
2010a). In the United States, about 70,000 chemicals are used commer-
cially and about 3300 are considered by the U.S. Environmental Protection
Agency (EPA) to be high-volume production chemicals [i.e., are produced
at a level greater than or equal to 454,000 kg/yr (1,000,000 1b/yr)]. The
CAS also maintains CHEMLIST, a database of chemical substances that are
the target of regulatory activity someplace in the world; this list currently
contains more than 248,000 substances (CAS, 2010b).

Increasing interconnectedness between surface waters used for discharge
of treated wastewater and as a source for potable water systems has created
concern about whether trace contaminants can pass through the wastewater
treatment system and enter the water supply. Many recent investigations
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have found evidence of low concentrations of pharmaceuticals and personal
care products (PPCPs) and endocrine disrupting compounds (EDCs) in
the source water for many communities throughout the United States and
other developed nations.

Pharmaceuticals can enter the wastewater system by being excreted with
human waste after medication is ingested or because of the common
practice of flushing unused medication down the toilet. Pharmaceuti-
cals include antibiotics, analgesics [painkillers such as aspirin, ibuprofen
(Advil), acetaminophen (Tylenol)], lipid regulators (e.g., atorvastatin, the
active ingredient in Lipitor), mood regulators (e.g., fluoxetine, the active
ingredient in Prozac), antiepileptics (e.g., carbamazepine, the active ingre-
dient in many epilepsy and bipolar disorder medications), and hundreds of
other medications. Personal care products, which include cosmetics and fra-
grances, acne medications, insect repellants, lotions, detergents, and other
products, can be washed from the skin and hair during washing or shower-
ing. Endocrine disrupting chemicals are chemicals that have the capability
to interfere with the function of human hormones. EDCs include actual
hormones, such as estrogens excreted by females after use of birth-control
pills, or other compounds that mimic the function of hormones, such as
bisphenol A. Studies have shown that some of these compounds are effec-
tively removed by modern wastewater treatment processes, but others are
not. Although the compounds are present at very low concentrations when
they are detected, the public is concerned about the potential presence of
these compounds in drinking water.

The manufacture of nanoparticles is a new and rapidly growing field.
Nanoparticles are very small particles ranging from 1 to 100 nanometers
(nm) used for applications such as the delivery of pharmaceuticals across
the blood-brain barrier. Because nanomaterials are relatively new and the
current market is small, a knowledge base of the potential health risks and
environmental impacts of nanomaterials is lacking. As the manufacture
of nanomaterials increases, along with the potential for discharge to the
environment, more research to establish health risks and environmental
impacts may be appropriate.

In addition to the constituents listed above, other constituents of emerging
concern include (1) fuel oxygenates (e.g., methyl fert-butyl ether, MTBE),
(2) Nmitrosodimethylamine (NDMA), (3) perchlorate, (4) chromate, and
(5) veterinary medications that originate from concentrated animal-feeding
operations.

1-4 Evolution of Water Treatment Technology

To understand how the treatment methods discussed in this book devel-
oped, it is appropriate to consider their evolution. Most of the methods
in use at the beginning of the twentieth century evolved out of physical

Nanoparticles

Other
Constituents
of Emerging

Concern
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observations (e.g., if turbid water is allowed to stand, a clarified liquid will
develop as the particles settle) and the relatively recent (less than 120 years)
recognition of the relationship between microorganisms in contaminated
water and disease. A list of plausible methods for treating water at the
beginning of the twentieth century was presented in a book by Hazen
(1909) and is summarized in Table 1-2. It is interesting to note that all of
the treatment methods reported in Table 1-2 are still in use today. The
most important modern technological development in the field of water
treatment not reflected in Table 1-2 is the use of membrane technology.

Table 1-2
Summary of methods used for water treatment early in the twentieth century
Treatment Method Agent/Objectives
|. Mechanical separation By gravity— sedimentation
By screening—screens, scrubbers, filters
By adhesion—scrubbers, filters
II. Coagulation By chemical treatment resulting in drawing matters together into groups,
thereby making them more susceptible to removal by mechanical
separation but without any significant chemical change in the water
lll. Chemical purification Softening—by use of lime
Iron removal
Neutralization of objectionable acids
IV. Poisoning processes Ozone
(now known as disinfec- Sulfate of copper

e P EEEEES) The object of these processes is to poison and kill objectionable

organisms without at the same time adding substances objectionable or
poisonous to the users of the water

V. Biological processes Oxidation of organic matter by its use as food for organisms that thereby
effect its destruction

Death of objectionable organisms, resulting from the production of
unfavorable conditions, such as absence of food (removed by the
purification processes) and killing by antagonistic organisms

VI. Aeration Evaporation of gases held in solution that are the cause of objectionable
tastes and odors
Evaporation of carbonic acid, a food supply for some kinds of growths
Supplying oxygen necessary for certain chemical purifications and
especially necessary to support growth of water-purifying organisms

VII. Boiling Best household method of protection from disease-carrying waters

Source: Adapted from Hazen (1909).
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For the 100 years following the work of Fuller’s team in Louisville in the
late 1880s (see Table 1-1), the focus in the development of water treatment
technology was on the further refinement of the technologies previously
developed, namely coagulation, sedimentation, filtration, and disinfection
with chlorine (see Fig. 1-1). There were numerous developments dur-
ing that period, among them improvements in the coagulants available,
improved understanding of the role of the flocculation process and the
optimization of its design, improvements in the design of sedimentation
basins, improvements in the design of filter media and in the filter rates that
can be safely achieved, and improvements in the control of chlorination
and chlorine residuals. These technologies have also been widely deployed,
to the point where the vast majority of surface water supplies have treatment
of this kind.

A variety of new treatment technologies were introduced at various times
during the twentieth century in response to more complex treatment
goals. Ton exchange and reverse osmosis are processes that are able to
remove a wide variety of inorganic species. A typical use for ion exchange
is the removal of hardness ions (calcium and magnesium). Although ion
exchange is typically expensive to implement at the municipal scale, the first
large U.S. ion exchange facility was a 75.7 megaliter per day (75.7 ML/d)
[20 million gallons per day (20 mgd)] softening plant constructed by
the Metropolitan Water District of Southern California in 1946. The first
commercial reverse osmosis plant provided potable water to Coalinga,
California, in 1965 and had a capacity of 0.019 ML/d (0.005 mgd).

Aeration is accomplished by forcing intimate contact between air and
water, most simply done by spraying water into the air, allowing the water
to splash down a series of steps or platforms, or bubbling air into a tank
of water. Early in the history of water treatment, aeration was employed to
control tastes and odors associated with anaerobic conditions. The number
and type of aeration systems have grown as more source waters have been
contaminated with volatile organic chemicals.

Organic chemicals can be effectively removed by adsorption onto acti-
vated carbon. Adsorption using granular activated carbon was introduced
in Hamm, Germany, in 1929 and Bay City, Michigan, in 1930. Powdered
activated carbon was used as an adsorbent in New Milford, New Jersey,
in 1930. During this time and the next few decades, the use of activated
carbon as an adsorbent was primarily related to taste and odor control. In
the mid-1970s, however, the increasing concern about contamination of
source waters by industrial wastes, agricultural chemicals, and municipal dis-
charges promoted the interest in adsorption for control of anthropogenic
contaminants.

During the last three decades of the twentieth century, three developments
took place requiring new approaches to treatment. Two of these changes
were rooted in new discoveries concerning water quality, and one was the
development of a new technology that portends to cause dramatic change

11
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(a)

(d) (e)
Figure 1-1

Views of conventional treatment technologies: (a) schematic flow diagram used for the treatment of surface water, (b) pumped
diffusion flash mixer for chemical addition, (c) flocculation basin, (d) empty sedimentation basin, and (e) granular media filter.
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in the effectiveness of water treatment. The first discovery concerning
water quality was that the oxidants used for disinfecting water, particularly
chlorine, react with the natural organic matter in the water supply to form
chemical by-products, some of which are suspected carcinogens. The second
discovery was that certain pathogenic microorganisms, namely Giardia and
Cryptosporidium, can be of zoonotic origin and, therefore, can occur in a
water supply that is completely free of wastewater contamination. The final
and perhaps most significant change was the development of membrane
filtration technologies suitable for the treatment of water on the scale
required for domestic supply. Membrane technologies have the potential
to completely reject pathogens by size exclusion, a possibility that could
substantially improve the safety of drinking water. Further development
and refinement of membrane technologies will be required before they
reach their full potential.

The first membranes were developed near the middle of the twentieth
century but initially were only used in limited applications. In the late 1950s
membranes began to be used in laboratory applications, most notably as an
improvement in the coliform test. By the mid-1960s membrane filtration
was widely used for beverages, as a replacement for heat pasteurization as
a method of purification and microbiological stabilization. In virtually all
of these applications the membranes were treated as disposable items. The
idea of treating large volumes of drinking water in this manner seemed
untenable. In the mid-1980s, researchers in both Australiaand France began
to pursue the idea of membrane filtration fibers that could be backwashed
after each use, so that the membrane need not be disposed of but could
be used on a continuous basis for a prolonged period of time. In the last
decade of the twentieth century these products were commercialized, and
by the turn of the twenty-first century there were numerous manufacturers
of commercial membrane filtration systems and municipal water plants
as large as 300 ML/d (80 mgd) were under construction (see Fig. 1-2).
Membranes are arguably the most important development in the treatment
of drinking water since the year 1900 because they offer the potential for
complete and continuous rejection of microbiological contaminants on the
basis of size exclusion.

1-5 Selection of Water Treatment Processes

To produce water that is safe to drink and aesthetically pleasing, treatment
processes must be selected that, when grouped together, can be used to
remove specific constituents. The most critical determinants in the selec-
tion of water treatment processes are the quality of the water source and
the intended use of the treated water. The two principal water sources
are groundwater and surface water. Depending on the hydrogeology of a
basin, the levels of human activity in the vicinity of the source, and other
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Figure 1-2

Views of membrane facilities for water treatment: (a) schematic flow diagram for a brackish water desalting plant using
membrane filtration and reverse osmosis, (b) membrane filtration system, and (c) reverse osmosis system.

factors, a wide range of water qualities can be encountered. Surface waters
typically have higher concentrations of particulate matter than ground-
water, and groundwater often has increased concentrations of dissolved
minerals due to the long contact times between subsurface water with rocks
and minerals. Surface water may have more opportunity for exposure to
anthropogenic chemicals.

Another major distinction is based on the level of dissolved salts or
total dissolved solids (TDS) present in the water source. Water containing
TDS less than 1000 mg/L is considered to be freshwater, and water with
TDS between 1000 and 10,000 mg/L is considered to be brackish water.
Freshwater is the most easily used for drinking water purposes, and brackish
water can be used under specific circumstances with adequate treatment.
Finally, the most abundant water source, the ocean, contains approximately
35,000 mg/L TDS and requires demineralization prior to use. Each of the
predominant types of water sources, including natural or man-made lakes
and rivers, requires a different treatment strategy.
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(a) (b)
Figure 1-3
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Views of pilot plant test installations: (a) test facilities for evaluation of a proprietary process (the MIEX process; see Chap.16)

for the removal of natural organic matter before coagulation, flocculation, sedimentation, and filtration, and (b) reverse

osmosis for the removal of dissolved constituents.

The steps that are typically involved in the selection and implementation
of water treatment plants are

1. Characterization of the source water quality and definition of the
treated water quality goals or standards

2. Predesign studies, including pilot plant testing (see Fig. 1-3), process
selection, and development of design criteria

3. Detailed design of the selected alternative;
4. Construction

5. Operation and maintenance of the completed facility

These five steps may be performed as discrete steps or in combination
and require input from a wide range of disciplines, including engineering,
chemistry, microbiology, geology, architecture, and financial analysis. Each
discipline plays an important role at various stages in the process. The
predominant role, however, rests with professional engineers who carry the
responsibility for the success of the water treatment process.
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Terminology for Physical and Chemical Quality of Water

Term Definition

Absorbance Amount of light absorbed by the constituents in a
solution.

Aggregate water Measured parameter values caused by a number of

quality individual constituents.
indicators

Alkalinity Measure of the ability of a water to resist changes in pH.

Colloids Particles smaller than about 1 um in size; although
definitions vary, they are generally distinguished
because they will not settle out of solution
naturally.

Color Reduction in clarity of water caused by the absorption
of visible light by dissolved substances, including
organic compounds (fulvic acid, humic acid) and
inorganic compounds (iron, manganese).

Conductivity Measure of the concentration of dissolved constituents
based on their ability to conduct electrical charge.

Hydrogen Attractive interaction between a hydrogen atom of one

bonding water molecule and the unshared electrons of the
oxygen atom in another water molecule.

Natural organic Complex matrix of organic chemicals present in all

matter (NOM) water bodies, originating from natural sources such
as biological activity, secretions from the metabolic
activity, and excretions from fish or other aquatic
organisms.

Particles Constituents in water larger than molecules that exist as
a separate phase (i.e., as solids). Water with particles
is a suspension, not a solution. Particles include silt,
clay, algae, bacteria, and other microorganisms.

pH Parameter describing the acid—base properties of a

solution.
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Definition

Radionuclides

Suspended solids
Synthetic organic

Unstable atoms that are transformed through the
process of radioactive decay.

See: particles

Man-made (anthropogenic) organic synthetic chemicals.

compounds Some SOCs are volatile; others tend to stay
(SOCs) dissolved in water instead of evaporating.

Total dissolved Total amount of ions in solution, analyzed by filtering
solids (TDS) out the suspended material, evaporating the filtrate,

Total organic

and weighing the remaining residue.
Total mass concentration of organically bound halogen

halogen atoms (X = Cl, Br, or |) present in water.
Trace Constituents (inorganic and organic) of natural waters
constituents found in the parts-per-billion to parts-per-trillion range.
Transmittance Measure of the amount of light, expressed as a
percentage, that passes through a solution. The
percent transmittance effects the performance
of ultraviolet (UV) disinfection processes.
Trihalomethane One of a family of organic compounds named as
(THM) derivative of methane. THMs are generally
by-products of chlorination of drinking water that
contains organic material.
Trihalomethane Maximum tendency of the organic compounds
(THM) in a given water supply to form THMs upon
formation disinfection.
potential
Turbidity Reduction in clarity of water caused by the scattering of

visible light by particles.

Naturally occurring water is a solution containing not only water molecules
but also chemical matter such as inorganic ions, dissolved gases, and
dissolved organics; solid matter such as colloids, silts, and suspended solids;
and biological matter such as bacteria and viruses. The structure of water,
while inherently simple, has unique physicochemical properties. These
properties have practical significance for water supply, water quality, and
water treatment engineers. The purpose of this chapter is to present
background information on the physical and chemical properties of water,
the units used to express the results of physical and chemical analyses,
and the constituents found in water and the methods used to quantify
them. Topics considered in this chapter include (1) the fundamental
and engineering properties of water, (2) units of expression for chemical
concentrations, (3) the physical aggregate characteristics of water, (4) the
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inorganic chemical constituents found in water, (5) the organic chemical
constituents found in water, (6) taste and odor, (7) the gases found in water,
and (8) the radionuclides found in water. All of the topics introduced in
this chapter are expanded upon in the subsequent chapters as applied to
the treatment of water.

2-1 Fundamental and Engineering Properties of Water

Fundamental
Properties

of Water

Hydrogen
atoms

Figure 2-1

Hydrogen bonding between water

molecules.

The fundamental and engineering properties of water are introduced in
this section. The fundamental properties relate to the basic composition
and structure of water in its various forms. The engineering properties of
water are used in day-to-day engineering calculations.

The fundamental properties of water include its composition, dimensions,
polarity, hydrogen bonding, and structural forms. Because of their impor-
tance in treatment process theory and design, polarity and hydrogen
bonding are considered in the following discussion. Details on the other
properties may be found in books on water chemistry and on a detailed
website dedicated to water science and structure (Chapin, 2010).

POLARITY

The asymmetric water molecule contains an unequal distribution of elec-

trons. Oxygen, which is highly electronegative, exerts a stronger pull on the

shared electrons than hydrogen; also, the oxygen contains two unshared

electron pairs. The net result is a slight separation of charges or dipole,
with the slightly negative charge (87) on the oxygen end and
the slightly positive charge (37) on the hydrogen end. Attrac-
tive forces exist between one polar molecule and another
such that the water molecules tend to orient themselves with

the hydrogen end of one directed toward the oxygen end of

Hydrogen another.
bond

HYDROGEN BONDING

The attractive interaction between a hydrogen atom of one
water molecule and the unshared electrons of the oxygen
atom in another water molecule is known as a hydrogen bond,
represented schematically on Fig. 2-1. Estimates of hydrogen
bond energy between molecules range from 10 to 40 kJ/mol,
which is approximately 1 to 4 percent of the covalent O-H
bond energy within a single molecule (McMurry and Fay,
2003). Hydrogen bonding causes stronger attractive forces
between water molecules than the molecules of most other
liquids and is responsible for many of the unique properties
of water.
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Compared to other species of similar molecular weight, water has higher
melting and boiling points, making it a liquid rather than a gas under
ambient conditions. Hydrogen bonding, as described above, can be used to
explain the unique properties of water including density, high heat capac-
ity, heat of formation, heat of fusion, surface tension, and viscosity of water.
Examples of the unique properties of water include its capacity to dissolve a
variety of materials, its effectiveness as a heat exchange fluid, its high density
and pumping energy requirements, and its viscosity. In dissolving or sus-
pending materials, water gains characteristics of biological, health-related,
and aesthetic importance. The type, magnitude, and interactions of these
materials affect the properties of water, such as its potability, corrosivity,
taste, and odor. As will be demonstrated in subsequent chapters, technol-
ogy now exists to remove essentially all of the dissolved and suspended
components of water. The principal engineering properties encountered
in environmental engineering and used throughout this book are reported
in Table 2-1. The typical numerical values given in Table 2-1 are to provide
a frame of reference for the values that are reported in the literature.
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Engineering
Properties
of Water

Table 2-1
Engineering properties of water
Unit Value?
u.s. u.s.
Property Symbol SI Customary Sl Customary Definition/Notes
Boiling point bp “© °F 100 212 Temperature at which vapor
pressure equals 1 atm; high value
for water keeps it in liquid state
at ambient temperature.
Conductivity K uS/m  uS/m 5.5 5.5 Pure water is not a good
conductor of electricity; dissolved
ions increase conductivity.
Density o kg/md  slug/t3 998.2 1.936
Dielectric e unitless unitless 80.2 80.2  Measure of the ability of a solvent
constant to maintain a separation of

charges; high value for water
indicates it is a very good solvent.

Dipole moment p C-m D (debye) 6.186 x 1030 1.855 Measure of the separation of
charge within a molecule; high
value for water indicates it is very

polar.

(continues)
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Table 2-1 (Continued)

Unit Value?
u.s. u.s.

Property Symbol SI  Customary Sl Customary Definition/Notes

Enthalpy AH;  kJ/mol  btu/lby, —286.5 —6836  Energy associated with the

of formation formation of a substance from
the elements.

Enthalpy AHqs  kJ/mol  btu/lby, 6.017 143.6 Energy associated with the

of fusion® conversion of a substance
between the solid and liquid
states (i.e., freezing or melting).

Enthalpy of AH,  kJ/mol  btu/lbm, 40.66 970.3 Energy associated with the

vaporization® conversion of a substance

between the liquid and gaseous
states (i.e., vaporizing or
condensing); high value for
water makes distillation very
energy intensive.

Heat capacityd ¢, J/mol-°C btu/lbm+°F  75.34 0.999 Energy associated with raising
the temperature of water by
one degree; high value for
water makes it impractical to
heat or cool water for municipal
treatment purposes.

Melting point mp °C “IF 0 32

Molecular MW  g/mol®  g/mol® 18.016 18.016  Also known as molar mass.
weight

Specific weight vy kN/m3  Ib/ft® 9.789 62.37

Surface tension o N/m Ib¢ /ft 0.0728 0.00499

Vapor pressure  p,  kN/m2  lbg/in’ 2.339 0.34

Viscosity, w  Nes/m2  Ib;e s/ft2 1.002x1073 2.089x10-°

dynamic

Viscosity, v m2/s f2/s  1.004x10-% 1.081x10°

kinematic

aAll values for pure water at 20°C (68°F) and 1 atm pressure unless noted otherwise.

bAt the melting point (0°C).

At the boiling point (100°C).

d0ften called the molar heat capacity when expressed in units of J/mol «°C and specific heat capacity or specific heat when
expressed in units of J/g «°C.

€Molecular weight has units of Daltons (Da) or atomic mass units (AMU) when expressed for a single molecule (i.e., one mole
of carbon-12 atoms has a mass of 12 g and a single carbon-12 atom has a mass of 12Da or 12 AMU).



2-2 Units of Expression for Chemical Concentrations

2-2 Units of Expression for Chemical Concentrations

Water quality characteristics are often classified as physical, chemical
(organic and inorganic), or biological and then further classified as health
related or aesthetic. To characterize water effectively, appropriate sampling
and analytical procedures must be established. The purpose of this section
is to review briefly the units used for expressing the physical and chemical
characteristics of water. The basic relationships presented in this section
will be illustrated and expanded upon in subsequent chapters. Additional
details on the subject of sampling, sample handling, and analyses may be
found in Standard Methods (2005).

Commonly used units for the amount or concentration of constituents
in water are as follows:

1. Mole:

6.02214 x 10% elementary entities (molecules, atoms, etc.)

of a substance

1.0 mole of compound = molecular weight of compound, g (2-1)

2. Mole fraction: The ratio of the amount (in moles) of a given solute
to the total amount (in moles) of all components in solution is

expressed as
= - (2:2)
‘XB — -
na + ng + neg+ -+ nN

where xg = mole fraction of solute B
na = moles of solute A
ng = moles of solute B
nc, = moles of solute C

nn = moles of solvent N

The application of Eq. 2-2 is illustrated in Example 2-1.
3. Molarity (M):

mass of solute, g
M, mol/LL=

(molecular weight of solute, g/mol)(volume of solution, L)

(2-3)
4. Molality (m):

mass of solute, g

,mol/kg = - ;
m, mol/kg (molecular weight of solute, g/mol)(mass of solution, kg)

(2-4)
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Example 2-1 Determination of molarity and mole fractions

Determine the molarity and the mole fraction of a 1-L solution containing
20 g sodium chloride (NaCl) at 20°C. From the periodic table and reference
books, it can be found that the molar mass of NaCl is 58.45 g/mol and the
density of a 20 g/L NaCl solution is 1.0125 kg/L.

Solution
1. The molarity of the NaCl solution is computed using Eq. 2-3

20g

[NaCl] = (58.45 g/mol)(1.0 L)

=0.342 mol/L =0.342 M

2. The mole fraction of the NaCl solution is computed using Eq. 2-2

a. The amount of NaCl (in moles) is
S 20g
NaCl = 58 45 g/mol
b. From the given solution density, the total mass of the solution is
1012.5 g, so the mass of the water in the solution is 1012.5g —
20g = 992.5 g and the amount of water (in moles) is
e 9925¢
"0 = 18.02 g/mol
c. The mole fraction of NaCl in the solution is
NNacl 0.342 mol
MNaci + MH,0  0.342 mol + 55.07 mol

= 0.342 mol

= 55.08 mol

XNaCl = =6.17 x 103

Comment

The molar concentration of pure water is calculated by dividing the density
of water by the MW of water; i.e., 1000 g/L divided by 18 g/mol equals
55.56 mol/L. Because the amount of water is so much larger than the
combined values of the other constituents found in most waters, the mole
fraction of constituent A is often approximated as xa & (na/55.56). If this
approximation had been applied in this example, the mole fraction of NaCl
in the solution would have been computed as 6.16 x 10-3.

5. Mass concentration:

mass of solute, g

Concentration, g/m3 = 3 (2-5)

volume of solution, m

Note that 1.0 g/m® = 1.0 mg/L.
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6. Normality (N):

N, eq/L = mass of solute, g

(equivalent weight of solute, g/eq) (volume of solution, L)
(2-6)

where

molecular weight of solute, g/mol

Equivalent weight of solute, g/eq = 7. cq/mol
,€q/mo

(2-7)
For most compounds, Z is equal to the number of replaceable hydro-
gen atoms or their equivalent; for oxidation-reduction reactions, Z is
equal to the change in valence. Also note that 1.0 eq/m® = 1.0 meq/L.

7. Parts per million (ppm):
mass of solute, g

= 2-8
ppm 10° g of solution (25)

Also,

concentration of solute, g/m?

ppm-= specific gravity of solution (density of solution divided by density of water)

(2-9)
8. Other units:
ppm,, = parts per million by mass (for water ppm, = g/m3 =mg/L)
ppm,, = parts per million by volume
ppb = parts per billion
ppt = parts per trillion

Also, 1 g (gram) =1 x 103 mg (milligram) =1 x 108 Kg (microgram)
=1x10° ng (nanogram) = 1 x 1012 pg (picogram).

2-3 Physical Aggregate Characteristics of Water

Most first impressions of water quality are based on physical rather than
chemical or biological characteristics. Water is expected to be clear, col-
orless, and odorless (Tchobanoglous and Schroeder, 1985). Most natural
waters will contain some material in suspension typically comprised of
inorganic soil components and a variety of organic materials derived from
nature. Natural waters are also colored by exposure to decaying organic
material. Water from slow-moving streams or eutrophic water bodies will
often contain colors and odors. These physical parameters are known as
aggregate characteristics because the measured value is caused by a num-
ber of individual constituents. Parameters commonly used to quantify the
aggregate physical characteristics include (1) absorption/transmittance,
(2) turbidity, (3) number and type of particles, (4) color, and (5)
temperature. Taste and odor, sometimes identified as physical charac-
teristics, are considered in Sec. 2-6.
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Absorbance and
Transmittance

Figure 2-2

Schematic of a spectrophotometer used

2 Physical and Chemical Quality of Water

The absorbance of a solution is a measure of the amount of light that
is absorbed by the constituents in a solution at a specified wavelength.
According to the Beer—Lambert law, the amount of light absorbed by
water is proportional to the concentration of light-absorbing molecules
and the path length the light takes in passing through water, regardless
of the intensity of the incident light. Because even pure water will absorb
incident light, a sample blank (usually distilled water) is used as a reference.
Absorbance is given by the relationship

log <I—IO> = —e(W)Cx = —ky(W)x = —A(}) (2-10)

where I = intensity of light after passing through a solution
of known depth containing constituents of
interest at wavelength A, mW/cm?

Iy = intensity of incident light after passing through a
blank solution (i.e., distilled water) of known
depth (typically 1.0 cm) at wavelength h, mW/cm?

\ = wavelength, nm
e (\) = molar absorptivity of light-absorbing solute at a
wavelength X, L/mol - cm
C = concentration of light-absorbing solute, mol/L
x = length of light path, cm
ka(N) = e(\) C = absorptivity at wavelength X, cm ™!
A(\) = g(\) Cx = absorbance at wavelength '\, dimensionless

If the left-hand side of Eq. 2-10 is expressed as a natural logarithm, then
the right-hand side of the equation must be multiplied by 2.303 because
the absorbance coefficient (also known as the extinction coefficient) is
determined in base 10. Absorbance is measured using a spectrophotometer,
as illustrated on Fig. 2-2. Typically, a fixed sample path length of 1.0 cm
is used. The absorbance A(\) is unitless but is often reported in units
of reciprocal centimeters, which corresponds to absorptivity k4 ()\). If the

Photodetector at
90° for measuring

turbidity
Scattered light

Aperture :/Transmltted light
1

o+

Light source  Lens

In-line photodetector
- - for measuring
absorbance and
transmittance

Water sample in

to measure absorbance and turbidity. Incident light glass cell
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length of the light path is 1 cm, absorptivity is equal to the absorbance. The
absorbance of water is typically measured at a wavelength of 254 nm. Typical
absorbance values for various waters at A = 254 are given in Table 13-10.
The application of Eq. 2-10 is illustrated in the following example.

Example 2-2 Determine average UV intensity

If the intensity of the UV radiation measured at the water surface in a Petri
dish is 15 mW/cm?, determine the average UV intensity to which a sample
will be exposed if the depth of water in the Petri dish is 12 mm (1.2 cm).
Assume the absorptivity ka(x) = 0.1/cm.

Solution

1. Develop the equation to determine the average intensity.
a. The definition sketch for this problem is given below.

Intensity

Sample depth

where
a = 2.303k,(0)

b. Develop the required equation:
d

d I
Iavg = / Ioe_ax dX = _—Oe_ux
0 a 0

L I —ad
=&t (1-e9)

I
Iavg == a_od(l - e_ad)
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2. Compute the average intensity for a depth of 12 mm (1.2 cm):
a. Assume ka(») = 0.1/cm
b. a =2.303ks(n) =2.303(0.1/cm) = 0.2303/cm
c. Solve for layg

_ b Ly 15mW/em? —(0.2303)1.2)
favg = a_d(l == (0.2303/cm)(1.2 cm) [1 — € ]

=131 mW/cm2

The transmittance of a solution is defined as

1

Transmittance, T, % = (1—> x 100 (2-11)
0

Thus, the transmittance at a given wavelength can also be derived from

absorbance measurements using the relationship

T =10"4" (2-12)
The term percent transmittance, commonly used in the literature, is given as
T, % = 1074 x 100 (2-13)

The extreme values of A and T are as follows (Delahay, 1957):

For a perfectly transparent solution A(A) =0, 7= 1.
For a perfectly opaque solution A(\) — oo, T = 0.

The principal water characteristics that affect the percent transmittance
include selected inorganic compounds (e.g., copper and iron), organic
compounds (e.g., organic dyes, humic substances, and aromatic compounds
such as benzene and toluene), and small colloidal particles (<0.45um).
If samples contain particles larger that 0.45 pm, the sample should be
filtered before transmittance measurements are made. Of the inorganic
compounds that affect transmittance, iron is considered to be the most
important with respect to UV light absorbance because dissolved iron can
absorb UV light directly. Organic compounds containing double bonds and
aromatic functional groups can also absorb UV light. Absorbance values
for a variety of compounds are given in the on-line resources for this text
at the URL listed in App. E. The reduction in transmittance observed in
surface waters during storm events is often ascribed to the presence of
humic substances and particles from runoff, wave action, and stormwater
flows (Tchobanoglous et al., 2003).
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Turbidity in water is caused by the presence of suspended particles that
reduce the clarity of the water. Turbidity is defined as ‘‘an expression
of the optical property that causes light to be scattered and absorbed
rather than transmitted with no change in direction or flux level through
the sample”” (Standard Methods, 2005). Turbidity measurements require a
light source (incandescent or light-emitting diode) and a sensor to measure
the scattered light. As shown on Fig. 2-2, the scattered light sensor is located
at 90° to the light source. The measured turbidity increases as the intensity
of the scattered light increases. Turbidity is expressed in nephelometric
turbidity units (NTU).

It is important to note that the scattering of light caused by suspended
particles will vary with the size, shape, refractive index, and composition
of the particles. Also, as the number of particles increases beyond a given
level, multiple scattering occurs, and the absorption of incident light is
increased, causing the measured turbidity to decrease (Hach, 2008). The
spatial distribution and intensity of the scattered light, as illustrated on
Fig. 2-3, will depend on the size of the particle relative to the wavelength of
the light source. For particles less than one-tenth of the wavelength of the
incident light, the scattering of light is fairly symmetrical. As the particle
size increases relative to the wavelength of the incident light, the light
reflected from different parts of the particle creates interference patterns
that are additive in the forward direction (Hach, 2008). Also, the intensity
of the scattered light will vary with the wavelength of the incident light.
For example, blue light will be scattered more than red light. Based on
these considerations, turbidity measurements tend to be more sensitive to

Suspended

particle
Incident light /
lentlight

> Pattern of

light scatter
(a) 9

Incident light
—_— )
(b)
Incident light
tenthomt °®

Figure 2-3
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Turbidity

Light-scattering patterns for different particle sizes
that occur when measuring turbidity. (Adapted

(c) from Hach, 2008.)
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Particles

Figure 2-4

2 Physical and Chemical Quality of Water

particles in the size range of the incidentlight wavelength (0.3 to 0.7 pm
for visible light). A further complication with turbidity measurements is
that some particles such as carbon black will essentially absorb most of the
light and only scatter a minimal amount of the incident light.

Depending on the water source, turbidity can be the most variable of the
water quality parameters of concern in drinking water supplies. Turbidity
measurements are useful for comparing different water sources or treat-
ment facilities and are used for process control and regulatory compliance.
Increases in turbidity measurements are often used as an indicator for
increased concentrations of water constituents, such as bacteria, Giardia
cysts, and Cryptosporidium oocysts.

In lakes or reservoirs, turbidity is frequently stable over time and ranges
from about 1 to 20 NTU, excluding storm events. Turbidity in rivers is more
variable due to storm events, runoff, and changes in flow rate in the river.
Turbidity in rivers can range from under 10 to over 4000 NTU. Streams and
rivers where the turbidity can change by several hundred NTU in a matter
of hours (see Fig. 2-4) are often described as ‘‘flashing’ because of the
rapid change in the turbidity. In such rivers, careful turbidity monitoring is
critical for successful process control. The regulatory standard for turbidity
in finished water is 0.3 NTU, and many water treatment facilities have a
treatment goal of <0.1 NTU, which is near the detection limit for turbidity
meters.

Particles are defined as finely divided solids larger than molecules but
generally not distinguishable individually by the unaided eye, although

0T T T T T T T T | —
250 - -1
1:1 blend of
) river water and
E 200 reservoir water ]
=
S
2
2 150 —
@
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g Reservoir
source water
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Observed variation in raw-water turbidity values. .
(Adapted from James M. Montgomery, 1981.) Time, d



2-3 Physical Aggregate Characteristics of Water

clumps of particles are often encountered. It should be noted that with
20-20 vision it is possible to resolve a particle size of about 37 pm at a
distance of 0.3 m. Particles in water are important for a variety of reasons,
including their impact on treatment processes and the potential health
impacts of pathogen-associated particles. Particles in water may be classi-
fied according to their source, size, chemical structure, electrical charge
characteristics, and water—solid interface characteristics. The source, size,
shape, number and distribution, and quantification of particles is consid-
ered in the following discussion. The electrical properties of particles and
particle interactions are considered in Chap. 9. The impact of particles in
water on key water treatment processes, that is, coagulation, sedimentation,
granular filtration, membrane filtration, and disinfection, is considered in
Chaps. 9, 10, 11, 12, and 13, respectively.

SOURCE OF PARTICLES IN WATER

The sources of particles in water are summarized in Table 2-2, along with
the sources of chemical constituents and gases. As reported in Table 2-2, the
principal natural sources of particles in water are soil-weathering processes
and biological activity. Clays and silts are produced by weathering. Algae,
bacteria, and other higher microorganisms are the predominant types
of particles produced biologically. Some particles have both natural and
anthropogenic sources, a notable example being asbestos fibers. Industrial
and agricultural activities tend to augment these natural sources by increas-
ing areas of runoff through cultural eutrophication, the increase in the rate
of natural eutrophication as a result of human activity, or direct pollution
with industrial residues. Particles may be transported into water through
direct erosion from terrestrial environments, be suspended due to turbu-
lence and mixing in water, or form in the water column during biological
activity or chemical precipitation or through atmospheric deposition.

SIZE CLASSIFICATION OF PARTICLES

The size of particles in water considered in this text is typically in the
range of 0.001 to 100 pm. Suspended particles are generally larger than
1.0 pm. The size of colloidal particles will vary from about 0.001 to
1 wm depending on the method of quantification. It should be noted that
some researchers have classified the size range for colloidal particles as
varying from 0.0001 or less to 1 pm. In practice, the distinction between
colloidal and suspended particles is blurred because the suspended particles
that can be removed by gravity settling will depend on the design of the
sedimentation facilities. Some standard analytical procedures operationally
define dissolved material as that which will pass through a 0.45 um filter.
In practice, however, colloids as small as 0.001 wm can behave as particles
and affect water quality and treatment processes as particles rather than
dissolved substances. A suspension comprised of particles of one size is
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called monodispersed and a suspension with a variety of particle sizes is
called heterodispersed (typical of natural waters).

Many water treatment processes are designed to remove particles based
on sedimentation and size exclusion. The type and size of various water-
borne particles and processes used for measurement and removal are
presented on Fig. 2-5. As shown on Fig. 2-5, conventional treatment pro-
cesses such as sedimentation and depth filtration alone are not sufficient
for the removal of all water constituents; however, with the addition of coag-
ulation and flocculation, the effective range of these treatment processes is
greatly extended.

PARTICLE SHAPE

Particle shapes found in water can be described as spherical, semispherical,
ellipsoids of various shapes (e.g., prolate and oblate), rods of various length
and diameter, disk and disklike, strings of various lengths, and random coils.
Inorganic particles are typically defined by the dimensions of their long,
intermediate, and short axes and the ratio of the intermediate-to-long and
the short-to-intermediate diameters. Because of the many different particle
shapes, the nominal or equivalent particle diameter is used (Dallavalle,
1948). Large organic molecules are often found in the form of coils that
may be compressed, uncoiled, or almost linear. The shape of some larger
particles is often described as fractal. The particle shape will vary depending
on the characteristics of the source water.

PARTICLE QUANTIFICATION

Methods used for the quantification and analysis of particulate mate-
rial include gravimetric techniques, electronic particle size counting, and
microscopic observation. Although regulations concerning particle concen-
trations are typically based on turbidity measurements, monitoring particle
counts throughout a treatment process can aid in understanding and con-
trolling the process. Also, as noted above, turbidity measurements cannot
be correlated to any quantifiable particle characteristics. While particle
quantification may be useful for evaluating a treatment process, except
for microscopic observation, these methods cannot be used reliably for
determining the source or type of particle (e.g., distinguish between a
viable cyst and a colloid). In addition, due to the limitations of particle
analysis methods, the use of more than one method is recommended when
assessing water quality data.

Gravimetric techniques

The total mass of particles may be estimated by filtering a volume of water
through a membrane of known weight and pore size. Filtration of the same
water sample through a series of membranes with incrementally decreasing
pore sizes is known as serial filtration. Serial filtration may be used to
determine an approximate particle size distribution (Levine et al., 1985).
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Approximate molecular mass, amu?@
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@An amu is an atomic mass unit (also known as a dalton, Da) and is equal to 1.66054 x 10724 g.

Characterization of particulate matter in natural water by type and size, appropriate treatment methods, analytical separation
methods, and measurement techniques. (Adapted from Tchobanoglous et al., 2003.)
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Particle size distribution may also be measured using electronic particle-
counting devices, as discussed below.

Electronic particle size counting

Particle concentration measurements provide more specific information
about the size and number of particles in a water sample. Electronic
particle size counters estimate the particle size concentration by either (1)
passing a water sample through a calibrated orifice and measuring the
change in conductivity (see Fig. 2-6) or (2) passing the sample through a
laser beam and measuring the change in intensity due to light scattering.
The change in conductivity or light intensity is correlated to the diameter of
an equivalent sphere. Particle counters have sensors available in different
size ranges, such as 1.0 to 60 pm or 2.5 to 150 pm, depending on the
manufacturer and application. Particle counts are typically measured and
recorded in about 10 to 20 subranges of the sensor range. Typical particle
size counters are shown on Fig. 2-7. A comparison of analytical techniques
used for particle size analysis is presented in Table 2-3. Particle counts may
also be used as an indicator of Giardia and Cryptosporidium cysts from water
(LeChevallier and Norton, 1992, 1995).

Microscopic observation
The use of microscopic observation allows for the determination of particle
size counts and, in some cases, for more rigorous identification of a particle’s

Ruby orifice
Particles  embedded in glass

Electrodes used to
measure voltage
differences as particles
pass through orifice

O

Voltage difference

and thickness of orifice

> used to determine

'ﬂ equivalent spherical
diameter of particle

Fluid containing

Figure 2-6

Typical particle-counting chamber
used to enumerate particles in water
using voltage difference to
determine the size of an equivalent
spherical particle. (Adapted from
Tchobanoglous et al., 2003.)

particles to be
counted flows
through orifice
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Table 2-3
Analytical techniques used for analysis of particles in water

Technique Typical Size Range, pm
Microscopy
Light 0.2->100
Transmission electron 0.0002->0.1
Scanning electron 0.002-50
Image analysis 0.2->100
Particle counting
Conductivity difference 0.2->100
Dynamic light scattering 0.0003-5
Equivalent light scattering 0.005->100
Light obstruction (blockage) 0.2->100
Light diffraction 0.3->100
Separation
Centrifugation 0.08->100
Field flow fractionation 0.09->100
Gel filtration chromatography <0.0001->100
Gravitation photosedimentation 0.1->100
Sedimentation 0.05->100
Membrane filtration 0.0001-1

Source: Adapted from Levine et al. (1985).

origin than is possible with other analysis techniques. A measured volume
of sample is placed in a particle-counting cell and the individual particles
may be counted, often with the use of a stain to enhance the particle
contrast. Optical imaging software may also be used to obtain a more
quantitative assessment of particle characteristics. Images of water particles
are obtained with a digital camera attached to a microscope and sent to
a computer for imaging analysis. The imaging software typically allows for
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Figure 2-7

Typical examples of
particle size counters are
(a) laboratory type
connected to a computer
(the sample to be
analyzed is being
withdrawn from the
graduated cylinder) and
(b) field type used to
monitor the particle size
distribution from a
microfiltration plant.
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the determination of minimum, mean, and maximum size, shape, surface
area, aspect ratio, circumference, and centroid location.

PARTICLE NUMBER AND DISTRIBUTION
The number of particles in raw surface water can vary from 100 to over
10,000/mL depending on the time of year and location where the sample
is taken (e.g., a river or storage reservoir). The number of particles, as will
be discussed later, is of importance with respect to the method to be used
for their removal. The size distribution of particles in natural waters may be
defined on the basis of particle number, particle mass, particle diameter,
particle surface area, or particle volume. In water treatment design and
operation, particle size distributions are most often determined using a
particle size counter, as discussed above. In most particle size counters,
the detected particles of a given size are counted and grouped with other
particles within specified size ranges (e.g., 1 to 2 pm, 5 to 10 pm). When
the counting is completed, the number of particles in each bin is totaled.
The particle number frequency distribution F'(d) can be expressed as
the number concentration of particles, dN, with respect to the incremental
change in particle size, d (dp), represented by the bin size:

F(dy) = AN (2-14)
P d(dy)
where F(d,) = function defining frequency distribution of particles d,

dy; ds
dN = particle number concentration with respect to
incremental change in particle diameter d(d))
d(dy) = incremental change in particle diameter (bin size)

Because of the wide particle size ranges encountered in natural waters,
it is common practice to plot the frequency function dF(d) against the
logarithm of size, log dy:
2.303(dy) F(d N 2-15
: (”)()_d(logdp) (2-15)

Similar relationships can be derived based on particle surface area and
volume (Dallavalle, 1948; O’Melia, 1978).

It has also been observed that in natural waters the number of parti-
cles increases with decreasing particle diameter and that the frequency
distribution typically follows a power law distribution of the form

dN 4 AN
— = A(d) " ~
d(dy) (d)) A(dy)

(2-16)
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where A = power law density coefficient

d, = particle diameter, pum

p = power law slope coefficient

Taking the log of both sides of Eq. 2-16 results in the following expression,
which can be plotted to determine the unknown coefficients A and p:

log[AN/A(dy)] =log A — Blog(d,) (2-17)

The value of A is determined when d, = 1 pm. As the value of A increases,
the total number of particles in each size range increases. The slope f is
a measure of the relative number of particles in each size range. Thus,
if B < 1, the particle size distribution is dominated by large particles; if
B =1, all particle sizes are represented equally; and if B > 1, the particle
size distribution is dominated by small particles (Trussell and Tate, 1979).
The value of the coefficient for most natural waters varies between 2 and
5 (O’Melia, 1978; Trussell and Tate, 1979). Typical plots of particle size
data determined using a particle size counter for various waters are given
on Fig. 2-8. On Fig. 2-8a, the effect of flocculation in producing large
particles is evident by comparing the f values for the unflocculated versus
the flocculated influent (4.1 versus 2.1). As shown on Fig. 2-8b, the removal
of all particle sizes by filtration is very similar, because the slopes of the two
plots are nearly identical. The analysis of data obtained from a particle size
counter is shown in Example 2-3.

4 5
Filter
3r 4 influent,
Flocculated B=4.1
2k water, B = 2.1
= = 3F
e S5
g | g
2 > 2F
= 0f R
()] (2]
L2 L2 1} Filter
-1+ Unflocculated effluent,
Sl water, 3 = 4.1 ol B=4.1
" " 1 " " " h n
1 10 100 1 2 10 20 50 150
Particle size dj,, um Particle size dj,, um
(a) (b)
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Figure 2-8

Typical examples of
particle size distributions:
(a) unflocculated and
flocculated and (b) filter
influent and effluent.
(Adapted from Trussell
and Tate, 1979.)
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Example 2-3 Analysis of particle size information

Determine the slope and density coefficients A and g in Eq. 2-17 for the
following particle size data obtained from settled water during a pilot study.

Channel (Bin) Particle size range, um Number of Particles, #/mL

1 =3 1785
2 3=5 243
3 5-7 145
4 7=12 186
5 12-32 132
6 32-120 29
Total 2493.9

Solution

1. Calculate the necessary values for the first data channel.
a. Mean particle diameter:

dp = 5 (1pum+3pm) = 2pum
b. Log of the mean particle diameter:

log (dp) = log (2um) = 0.301
c. Particle diameter range:

A(dp) =3pm—1pm=2pm

=8

. Number of particles:
AN = 1785/mL

. Log of the particle size distribution function:

AN | 1785/mLY
log [m} = log (W) =295

2. Calculate the necessary values for the remaining data channels. The
results are tabulated below.

@

(A) (B) (C) (D) (E)
Channel d, log(dy,) A(d)) AN  log[AN/A(dp)]

1 2 0.301 2 1785 2.95
2 4 0.602 2 243 2.08
3 6 0778 2 145 1.86
4 9 0978 5 186 1.57
5 22 1342 20 132 0.82
6 76 1.881 88 2.9 ~1.48
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3. Prepare a plot of log[AN/A(dp)] versus log(d,) draw a linear trendline
and display the treadline equation and r2 value on the chart. The
resulting chart is shown below.

'f ]

3 }\ y=-2.65x + 3.90

, V r°=0.96
1 N\ 5

: ~
L N

oY
2

log [AN/A(d))]

0 0.5 1 1.5
log (d,,)

4. Determine A and B in Eq. 2-17 from the line of best fit in the above

plot.
a. When log(d,) = O, the intercept value is equal to log(A). Thus,
A = 7,940.

b. The slope of the line of best fit is equal to —p. Thus, p = 2.65.

The color of a water is an indication of the organic content, including
humic and fulvic acids, the presence of natural metallic ions such as iron
and manganese, and turbidity. Apparent color is measured on unfiltered
samples and true color is measured in filtered samples (0.45-pm filter).
Turbidity increases the apparent color of water, while the true color is
caused by dissolved species and is used to define the aesthetic quality of
water. The color of potable waters is typically assessed by visually comparing
a water sample to known color solutions made from serial dilutions or con-
centrations of a standard platinum-cobalt solution. The platinum-—cobalt
standard is related to the color-producing substance in the water only
by hue.

The presence of color is reported in color units (c.u.) at the pH of the
solution. In water treatment, one of the difficulties with the comparison
method is that at low levels of color it is difficult to differentiate between
low values (e.g., 2 versus 5 c.u.). If the water sample contains constituents
(e.g., industrial wastes) that produce unusual colors or hues that do not
match the platinum-cobalt standards, then instrumental methods must be

41

Color



42

Figure 2-9

Generalized monthly variations in temperature in the
Missouri River near Blair, Nebraska; in the Niagara 0 K
River at Buffalo, New York; and in the Sacramento J F MAMGJ J A S ONOD
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River near Sacramento, California. (Adapted from
Tchobanoglous and Schroeder, 1985.) Month

Temperature

used. Instrumental methods are used to determine (1) the hue (red, green,
yellow, etc.), (2) the luminance (brightness), and (3) the saturation (pale,
deep, etc.) of a solution. In turn, these three parameters can be related to
the chromaticity. It should be noted that the results obtained with the two
methods are not comparable.

Water temperature is of importance because it affects many parameters that
impact engineering designs. These parameters include density, viscosity,
vapor pressure, surface tension, solubility, the saturation value of gases
dissolved in water, and the rates of chemical, biochemical, and biological
activity. As the heat capacity of water is much greater than that of air, water
temperature changes much more slowly than air temperature. Depending
on the geographic location, the mean annual temperature of river water in
the United States varies from about 0.5 to 3°C in the winter to 23 to 27°C in
the summer (see Fig. 2-9). In small slow-moving streams, summer tempera-
tures may exceed 30°C. Lakes, reservoirs, ponds, and other impoundments
are also subject to temperature changes. Extremely wide temperature
variations can occur in shallow impoundments. Typical groundwater tem-
peratures are as shown on Fig. 2-10. In general, groundwater temperatures
are not as variable as surface water temperatures.

2-4 Inorganic Chemical Constituents

Water in the environment can contain a variety of colloidal and sus-
pended solids inorganic and organic ionic and dissolved constituents and
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compounds, and gases (see Table 2-2). The sources of particulate (both
colloidal and suspended) constituents in water were discussed previously in
Sec. 2-3. The focus of this section is on the ionic and dissolved inorganic
constituents found in most natural waters as identified in Table 2-2. Spe-
cific topics include (1) the major inorganic chemical constituents in natural
water, (2) the minor inorganic constituents found in natural waters, and
(3) the principal inorganic water quality indicators. Organic constituents
are considered in Sec. 2-5.

Inorganic chemical constituents commonly found in water in significant
quantities (1.0 to 1000 mg/L) include calcium, magnesium, sodium, potas-
sium, bicarbonate, chloride, sulfate, and nitrate. Inorganic constituents that
are generally present in lesser amounts (0.01 to 10 mg/L) include iron,
lead, copper, arsenic, and manganese. The range of concentrations found
for individual inorganic constituents in a survey of natural waters is shown
on Fig. 2-11. The plotted lines for each constituent represent the percent of
the samples in which each constituent was found to be equal to or less than
a specified concentration. For example, potassium occurred over a range
of 0.4 to 15 mg/L, and samples from 80 percent of the natural waters in
this survey had potassium concentrations below 5 mg/L. Additional details
on the major inorganic constituents found in natural waters are presented
in Table 2-4.
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Figure 2-10
Approximate
temperature of
groundwater from
nonthermal wells at
depths varying from

10 to 20 m. Note
temperatures are given
in degrees Fahrenheit.

Major Inorganic
Constituents
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Figure 2-11

Cumulative curves showing frequency distribution of various constituents in terrestrial water. Data are mostly from the United
States from various sources. (Adapted from Davies and DeWiest, 1966.)

Minor and Trace
Inorganic
Constituents

Inorganic Water
Quality Indicators

Constituents of natural waters found in the parts-per-billion to parts-per-
trillion range may still be of significant health or water quality concern.
Constituents of concern include a number of inorganics and numerous
trace organics, as discussed in the following section. Information on the
water quality significance of several inorganic trace constituents is presented
in Table 2-5. As shown, the trace constituents have been grouped under
four categories: (1) alkali metals, (2) alkaline metals, (3) other metallic
elements depending on their properties, and (4) nonmetals.

Several chemically related quality measures are utilized to characterize the
properties of a water supply including (1) the hydrogen ion concentration
(pH), (2) polyvalent cation content (hardness), (3) total dissolved solids
(TDS), and (4) electrical conductivity.

pH (HYDROGEN ION CONCENTRATION)

pH is a measurement of the acid—base properties of a solution. pH is
an important parameter in water treatment as it directly influences the
dosages of chemicals added to reduce hardness and coagulate particles. pH
is measured as the negative logarithm of the concentration of hydrogen
ions:

pH = —loglo[Hﬂ (2-18)
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Summary of the major cations and anions in natural water?

lon

Description

Calcium (Ca®*)

Iron (Fe2+, 3+)

Magnesium (Mg2+)

Manganese (Mn2+)

Potassium (K)

Sodium (Na*)

Cations

Calcium is generally among the most prevalent three or four ions in groundwaters.
Common mineral forms of calcium are calcite, also known as aragonite (CaCO3),
gypsum (CaS0y4 +2H,0), anhydrite (CaSO,4), and fluorite (CaF,). Calcium is
generally present as the free ion, Ca2*, in natural waters and adsorbed onto soil
particles. Along with magnesium and other multivalent ions Ca2* is responsible for
the hardness of a water as discussed later in this section.

Iron is found in rocks, soils, and waters in a variety of forms and oxidation states.
Common mineral sources (deposits) of iron include ferric oxides and hydroxides
such as hematite (Fe,03) and ferric hydroxide [Fe(OH);], which gives rocks and
soils their red and yellow color. In oxygenated surface waters (pH 5-8), typical
concentrations of total iron are around 0.05-0.2 mg/L. In groundwater, the
occurrence of iron at concentrations of 1.0-10 mg/L is common, and higher
concentrations (up to 50 mg/L) are possible in low-bicarbonate and low-oxygen
waters.

Magnesium salts are more soluble than calcium, but they are less abundant in
rocks and therefore less available for weathering reactions. Concentrations of
magnesium are typically below 10—-20 mg/L in surface waters and below

30-40 mg/L in groundwaters. Taken together, calcium and magnesium comprise
most natural water hardness.

Manganese is abundant in rocks and soils, typically in the form of manganese
oxides and hydroxides in association with other metallic cations. At low and neutral
pH values, the predominant dissolved form of manganese is the divalent cation
Mn2+. Concentrations on the order of 0.1-1 mg/L are common, although in
low-pH waters higher concentrations can occur. Manganese often is present with
iron in groundwaters and, like iron, may cause aesthetic problems such as laundry
and fixture staining.

Although a common element of the earth’s crust, the concentration of potassium in
natural waters is much lower than sodium. Potassium occurs in nature only in ionic
or molecular form and has many properties that are similar to sodium, so it
occasionally replaces sodium in industrial applications.

Sodium compounds comprise almost 3% of the earth’s crust, and a significant
amount is found in rock and soil. Sodium is transported into water from rocks
through weathering and soil through ion exchange reactions. In natural waters,
sodium is generally present as the free ion Na*. Several complexes and ion pairs
may occur in natural waters, including sodium carbonate (NaCO3~), sodium
bicarbonate (NaHCO3), sodium sulfate (NaSO, ), and sodium chloride (NaCl).

(continues)
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Table 2-4 (Continued)

lon

Description

Bicarbonate
(HCO3)

Chloride (CI-)

Flouride (F~)

Nitrogen (N)

Silica (Si0,)

Anions and neutral species

The carbonate—bicarbonate system in natural water performs important functions in
acid—base chemistry, buffer capacity, metal complexation, solids formation, and
biological metabolism. Species comprising the carbonate system include CO,,
H,CO3, HCO5~, and CO5™". The dominant role of the carbonate system in acid—base
chemistry of natural waters is well documented, although exceptions occur in waters
with very high concentrations of dissolved organics or in high-sulfate groundwaters.

Chloride is present in water supplies almost exclusively as the chloride ion (CI-),
although hydrolysis products of chlorine (HOCI and OCI~) exist temporarily where
chlorine has been added as a disinfectant. In typical surface waters the concentration
of chloride ion is less than 10 mg/L; however, in areas subject to seawater intrusion
or hot-spring inflows or where evaporation greatly exceeds precipitation, the chloride
concentrations can approach seawater levels.

Although the amount of fluoride in crustal rocks is much greater than chloride, fluoride
remains bound in minerals to a much greater degree. Fluorite (CaF,) is a common
fluoride mineral and fluorapatite [CasF(PO4)3] also commonly contains fluoride. In
natural waters, fluoride is present primarily as the F~ ion or as a complex with
aluminum, beryllium, or ferric iron. In waters with TDS < 1000 mg/L, fluoride is
typically <1 mg/L, although ground waters affected by volcanic activity are found with
levels higher than 10 mg/L.

The most common and important forms of nitrogen in water and their corresponding
oxidation state in the water/soil environment are ammonia gas (NH3, —Ill), ammonium
(NH,", —IIl), nitrogen gas (N, 0), nitrite ion (NO,", + Ill), and nitrate ion (NO5~, + V).
The oxidation state of nitrogen in most organic compounds is —lll. The oxidation states
of nitrogen range from —3 to +5 and are summarized below (Sawyer et al., 2003):

—Il 0 | Il 1l \ V
NH3 — Np — N0 — NO — N»03 — NO, — N,05

Other forms of nitrogen in water include organic compounds such as urea
(NH,CONH,), amino acids and their breakdown products, ammonia (NH3), ammonium
ion (NH,"), hydroxylamine (NH,OH), nitrogen gas (N5), and nitrite (NO,~). Ammonia,
ammonium ion, and protein by-products are all reduced species, N, gas is in the zero
oxidation state, nitrite is at 43, and nitrate is at +5. Transformation from one state to
another is closely tied to biological activity, the influx of domestic wastes, and the
local use of nitrogen fertilizers.

Silica is present in almost all rocks, soils, and natural waters. In water, silica is
hydrated as H4SiO4 or Si(OH),4, although water analyses commonly represent
dissolved silica as SiO,. The concentration of silica most commonly found in natural
waters is between 1 and 30 mg/L. The solubility of silica is complex, but temperature
is a critical factor. Sodium silicates have been used as coagulants in water treatment
and as corrosion inhibitors on iron pipes.
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Sulfur (S)

Anions and neutral species

Sulfur occurs in natural waters as sulfate (e.g., 8042‘) and sulfides (e.g., H,S, HS—,
Na,S,03). The primary sources of sulfates are evaporite rocks, which are formed by
water evaporation and mineral precipitation, such as gypsum (CaSQy « 2H,0) and
anhydrite (CaSQy), sedimentary rock such as pyrite (FeS,), rainfall, and bacterial
metabolism. The concentration of sulfate in oxidized waters typically range from 5 to

30 mg/L.

aCations and anions are arranged alphabetically

Table 2-5

Minor and trace elements found in natural waters?

Constituent

Cesium
Lithium

Rubidium

Barium

Beryllium
Strontium

Cadmium
Chromium

Cobalt
Copper

Gold
Lead

Concentration in
Natural Waters, ng/L

0.05-0.02°
0.001-0.3

0.0015

Significance in Water Supplies
Alkali Metals

Potentially toxic to plants, but not at concentrations likely to
be encountered in irrigation waters

Alkaline Earth Metals

0.043 (median public water)

0.001-1

0.6 (median river water),
0.11 (median public water)

Ingestion of soluble barium salts can be fatal. Normal water
concentrations have no effect.

Highly toxic, but occurs at very low concentration.
Concentration in natural water is less than solubility.

Other Metallic Elements

ND-10

5.8 (median river water),
0.43 (median public water)

ND-1.0
10

ND-trace
1-10

Toxic. Presence may indicate industrial contamination.
Industrial pollutant.

Essential in nutrition in small quantities.

Utilized in water treatment and metal fabrication; used to
inhibit algae growth in reservoirs; essential for nutrition of
flora and fauna.

Older plumbing systems contain lead, which may dissolve at
low pH.

(continues)
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Table 2-5 (Continued)

Constituent

Mercury

Molybdenum

Nickel
Silver

Titanium

Vanadium

Zinc

Arsenic

Bromine

lodine

Selenium

Concentration in
Natural Waters, pg/L

ND-<10

0.35 (median river water);
1.4 (median public water)

10
0.1-0.3

8.6 (median river water);
<1.5 (median public waters)

<70
10

0-1000

20

0.2-2

0.2

Significance in Water Supplies

Highly toxic. Presence indicates pollution from mining,
industry, or metallurgical works.

Accumulated by vegetation. Forage crops may become
toxic.

Has been used as disinfectant.

May concentrate in vegetation.

Widely found in industry wastes; found in wastes dissolved
from galvanized pipes, cooling-water treatment, etc.

Used in industry in some herbicides and pesticides; lethal in
animals above 44 mg/kg. Long-term ingestion of 0.21 mg/L
reported to be poisonous.

May react with disinfectants and form brominated species,
which are suspected carcinogens.

Essential nutrient in higher animals; has been used to seed
clouds.

Taken up by vegetation.

aValues presented are approximate and represent one or more author’s best estimate. ND = nondetected. Public water
refers to drinking water.

byalues observed in six analyses of rivers in Japan.
Sources: NAS (1977), Livingstone (1963), Turekian (1971), and Hem (1971).

The hydrogen ion concentration in water is connected closely with the
extent to which water molecules dissociate. Water will dissociate into
hydrogen and hydroxide ions as follows:

H,O =@ H" + OH™ (2-19)

Applying the law of mass action (see discussion in Chap. 5) to Eq. 2-19
yields
[H*][OH]
[HyO]
where the brackets indicate concentration of the constituents in moles
per liter. Because the concentration of water in a dilute aqueous system

=K (2-20)

is essentially constant, this concentration can be incorporated into the



2-4 Inorganic Chemical Constituents

equilibrium constant K to give
[H][OH™] = K, (2:21)

where K,, is known as the ionization constant or ion product of water and is
approximately equal to 1 x 107!* at a temperature of 25°C. Equation 2-21
can be used to calculate the hydroxide ion concentration when the hydro-
gen ion concentration is known, and vice versa.

With pOH, which is defined as the negative logarithm of the hydroxyl
ion concentration, for water at 25°C, the following relation is used:

pH + pOH = 14 (2-22)

The pH of aqueous systems typically is measured with a pH-sensing elec-
trode. Various pH papers and indicator solutions that change color at
definite pH values are also used. When using pH paper or indicator solu-
tion, pH is determined by comparing the color of the paper or solution to
a series of color standards.

HARDNESS

Multivalent cations, particularly magnesium and calcium, are often present
at significant concentrations in natural waters. These ions are easily pre-
cipitated and in particular react with soap to form a difficult-to-remove
scum. Hardness is an important parameter to industry as an indicator of
potential (interfering) precipitation, such as with carbonates in cooling
towers or boilers, with soaps and dyes in cleaning and textile industries,
and with emulsifiers in photographic development. For most practical pur-
poses, hardness of water can be represented as the sum of the calcium and
magnesium concentrations, given in milliequivalents per liter:

Hardness, eq/L = 2[C32+] + 2[Mg2+] (2-23)

In Eq. 2-23, the concentrations of Ca and Mg are given in mol/L, and
the coefficient 2 reflects the divalent nature of both ions, i.e., both have
2 equivalents per mole. Two general types of hardness are of interest:
carbonate hardness, associated with HCO,~ and COg2_, and noncarbonate
hardness, associated with other anions, particularly CI~ and SOf*. The
balance between carbonate and noncarbonate hardness is important in
water softening (hardness removal) and in scale formation. Because HCO4~
dissociates at high temperatures, the result of heating hard water is scale
formation due to CaCOs precipitation:

Ca?* + 2HCO,” = CaCOs + COy + HoO (2-24)

Scale formation plugs pipes, decreases heat transfer coefficients, and
changes the frictional resistance to flow in pipes. Hardness is also of
concern to consumers due to the occurrence of scaling on fixtures and
water-related appliances. With respect to hardness, waters are typically

49
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classified as follows:

Soft 0 to <50 mg/L as CaCOs
Moderately hard 50 to <100 mg/L as CaCOg
Hard 100 to <150 mg/L as CaCOg
Very hard >150 mg/L as CaCOg

Another range of values that may be encountered in the literature for the
same classifications are 0 to <60, 60 to <120, 120 to <180, and >180 as
CaCOs.

ALKALINITY

Alkalinity is a measure of the ability of a water to resist changes in pH.
Alkalinity in water is due to the presence of weak acid systems that consume
hydrogen ions produced by other reactions or produce hydrogen ions
when they are needed by other reactions, allowing chemical or biological
activities to take place within a water without changing the pH. The primary
source of alkalinity is the carbonate system, although phosphates, silicates,
borates, carboxylates, and other weak acid systems can also contribute.
Alkalinity is determined by titrating with acid, and the results are expressed
in concentrations of meq/L or as concentration of calcium carbonate
(mg/L as CaCOs). When the individual species are expressed as molar
concentrations, alkalinity is calculated as

Alkalinity, eq/L = [HCO, ] +2[CO,>"] + [OH™] — [H']  (2:25)

where the coefficient on carbonate (C032_) is necessary because carbonate
is divalent (2 eq/mol) and the other species are monovalent (1 eq/mol).
When the individual species are expressed in concentrations of meq/L,
alkalinity is calculated as

Alkalinity, meq/L = (HCO; ) + (C032_) + (OH ) — (H") (2-26)

In practice, alkalinity is expressed in terms of mass concentration as
calcium carbonate. To convert from meq/L to mg/L as CaCOs, it is helpful
to remember that

100 1
Millequivalent mass of CaCO4 = QL//mmol
: meq/mmo

= 50 mg/meq
Thus 3 meq/L of alkalinity would be expressed as 150 mg/L as CaCOs:

Alkalinity as CaCO4 = (3.0 meq/L) (50 mg/meg CaCOy)
= 150 mg/L as CaCOs
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TOTAL DISSOLVED SOLIDS

Total dissolved solids (TDS) is a measure of the total ions in solution,
analyzed by filtering out the suspended material, evaporating the filtrate,
and weighing the remaining residue. Local TDS concentrations in arid
regions or in waters subjected to pollution runoff can be high. For example,
Colorado River water, after reaching southern California, has a TDS content
in the range of 700 to 800 mg/L. The TDS of seawater is about 35,000 mg /L.

CONDUCTIVITY

A parameter related to TDS is electrical conductivity (EC) or specific
conductance. Electrical conductivity is actually a measure [in microsiemens
per centimeter (nS/cm) or micromhos per centimeter (W&/cm)] of the
ionic activity of a solution in terms of its capacity to transmit current.
In dilute solutions, the two measures are reasonably comparable; that is,
TDS = 0.5 x EC. However, as the solution becomes more concentrated
(TDS > 1000 mg/L, EC > 2000 uS/cm), the proximity of the solution
ions to each other depresses their activity and consequently their ability to
transmit current, although the physical amount of dissolved solids is not
affected. At high TDS values, the ratio of TDS to EC increases and the
relationship tends toward TDS = 0.9 (slope of line) x EC. Thus, the slope
for any one sample can fall between 0.5 and 0.9, but for several samples
having the same TDS the slope will also vary; therefore, each water sample
should be characterized separately.

2-5 Organic Chemical Constituents

A variety of organic compounds that can affect water quality are found
in drinking water supplies. Several types of organic chemicals cause dis-
agreeable tastes and odors in drinking water, and other types are known
to be toxic. Many organic contaminants are known to be carcinogenic or
are classified as cancer-suspect agents. Organic compounds in water are
derived from natural and anthropogenic sources. Anthropogenic contam-
inants are generally present at extremely low concentrations and might
not pose an immediate health hazard. However, a number of long-term
research studies have been focused on the question ‘“‘at what level do trace
organic contaminants exert an impact on human health?”’ Based on the
results to date it seems likely that the answers to this question will continue
to be pursued.

Topics discussed in this section are (1) a brief review of organic
compounds and their properties, (2) the potential sources of organic
compounds and their introduction to drinking water and drinking water
supplies, (3) the characteristics of the natural organic matter found in water,
(4) organic compounds originating from human activity, (5) organic com-
pounds formed during disinfection, (6) organic compounds added during
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treatment, (7) surrogate measures for organic water quality indicators, and
(8) the analysis of trace organics.

The term organics refers to the general class of chemicals composed of
carbon (C) and one or more of the following elements: hydrogen (H),
nitrogen (N), and oxygen (O). The term organic dates to early studies of
chemistry when substances were categorized as inorganic when they were
obtained from mineral sources and as organic when they were derived from
living organisms. Today, many organic compounds are derived from sources
other than biological activity. A wide variety of materials are synthesized
by the chemicals industry. The molecular structure of these synthesized
compounds may also contain atoms of sulfur (S), phosphorus (P), and/or
one or more of the halogens, that is, fluorine (F), chlorine (Cl), bromine
(Br), and iodine (I), as well as a variety of other elements. Many naturally
occurring compounds may also contain these atoms as well, but they are
found to a lesser degree. There are many chemical species that are com-
monly considered to be inorganic in spite of having C, H, O, and N within
their structure. Examples of such compounds include carbon monoxide
(CO), carbon dioxide (CO9), carbonate (CO327), bicarbonate (HCO4™),
and cyanide (CN7). The principal structural feature that distinguishes
organic compounds from inorganic substances is the existence of strong
carbon-carbon bonds.

CLASSIFICATION ACCORDING TO SIZE AND MOLECULAR WEIGHT

From an environmental standpoint, it is especially convenient to classify
organic substances into groups according to their chemical or physical
properties. Knowledge of these properties facilitates the selection of appro-
priate methods for the analysis and treatment of these materials in water.
One important property of organic compounds is molecular weight. The
molecular weight of organic compounds ranges from 16 g/mol for methane
(CHy4) to values approaching one million (105) grams per mole for poly-
meric materials. The dimension of organic molecules varies from less than
1 nm for simple compounds such as chloroform (CHCl3) to approximately
0.1 pm for complex organic polymers. The relative size of some organic
molecules as compared to microorganisms and other material commonly
found in aquatic systems was illustrated previously on Fig. 2-5.

OTHER METHODS OF CLASSIFICATION

The polarity of an organic substance can also be used to define the degree to
which one segment of a molecule is either positively or negatively charged
with respect to another part of the molecular structure (McMurry and
Fay, 2003). A frequently used measure of the polarity of a compound is
given by the dipole moment. The dipole moment of organic substances
can vary from a value of 0 D (debye) for molecules such as carbon
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tetrachloride (CCly), which have a highly symmetric spatial distribution of
electron density about their bonding structures, to approximately 1.87 D
for chloromethane (CH3Cl) (McMurry and Fay, 2003). The volatility of
an organic substance is generally reflected by its boiling point or vapor
pressure. At ambient atmospheric pressure (1 atm, 760 mm Hg), the
boiling points of organic contaminants may vary from as low as —13.4°C for
highly volatile compounds such as vinyl chloride to temperatures in excess
of 400°C for nonvolatile polycyclic aromatic hydrocarbons.

There are four major sources from which organics may be introduced to
drinking water:

1. Natural organic material
2. Compounds originating from human activities

3. Compounds formed through chemical reactions that occur during
disinfection

4. Compounds added or formed during the treatment and transmission
of water

Each of these sources is considered in the following discussion.

Natural organic matter (NOM) is the term used to describe the complex
matrix of organic chemicals originating from natural sources that are
present in all water bodies. Natural organic matter originates from a water
body due to biological activity, including secretions from the metabolic
activity of algae, protozoa, microorganisms, and higher life-forms; decay
of organic matter by bacteria; and excretions from fish or other aquatic
organisms. The bodies and cellular material of aquatic plants and animals
contribute to NOM. Natural organic matter can also be washed into a
watercourse from land, originating from many of the same biological
activities but undergoing different reactions due to the presence of soil and
different organisms.

Historically, the significance of NOM in drinking water was related to
its impact on aesthetic quality, as NOM imparts a yellowish tinge to water
that many people find unpalatable. More recently, concern about NOM
has focused on its ability to react with chlorine and form disinfection
by-products, which are often carcinogenic. The presence of NOM affects
many water quality parameters and processes. A summary of some important
impacts of NOM is provided in Table 2-6.

In drinking water supplies, NOM is measured most commonly using total
organic carbon (TOC) as a surrogate measure. Typical TOC concentrations
for a variety of waters are reported on Fig. 2-12. The TOC concentrations
of ground and surface waters often fall in the ranges of 0.1 to 2 and 1 to
20 mg/L, respectively. By contrast, the TOC levels of highly colored waters
found in swamps can be in the range of 100 to 200 mg/L.
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Table 2-6

Effect of NOM on water quality parameters and processes

Parameter

Color

Disinfection by-products

Metals/synthetic organics

Disinfection

Coagulation

Adsorption

Membranes

Distribution

Effect of NOM

Water Quality Parameters

NOM can impart an unpalatable yellowish tinge to water at high
concentrations.

NOM reacts with chemical disinfectants, forming disinfection by-products.
Many of these by-products have been demonstrated to be carcinogenic or
have other adverse public health effects.

NOM can complex with metals and hydrophobic organic chemicals (such as
pesticides), making them more soluble. Once these chemicals are soluble,
they can be transported more easily in the aquatic environment and are more
difficult to remove during treatment.

Water Treatment Processes

NOM reacts with and consumes disinfectants, so that the required dose to
achieve effective disinfection is much higher than it would be in the absence
of NOM.

NOM reacts with and consumes coagulants, so that the required dose to
achieve effective turbidity removal is much higher than it would be in the
absence of NOM.

NOM adsorbs to activated carbon, rapidly depleting the adsorption capacity
of the carbon. Adsorption isotherms are much harder to predict in the
presence of NOM.

NOM adsorbs to membranes, clogging membrane pores and fouling
surfaces, leading to a rapid decline in flux through the membrane.

NOM can be biodegradable, leading to corrosion and slime growth in
distribution systems (especially when oxidants are used during treatment).

CHEMISTRY OF NOM

Biological matter is composed primarily of four basic classes of organic
compounds: carbohydrates, lipids, amino acids, and nucleic acids. Natural
organic matter is composed of these chemicals and the products of biotic
and abiotic chemical reactions between NOM molecules or between NOM
and inorganic constituents of water. The wide array of biological activity
in the environment leads to the production of thousands of different
chemicals, so NOM is a complex mixture of different compounds with
varying chemical properties, which may vary significantly from one water
body to another as a result of local soil, climate, and hydrologic conditions.
This complexity makes the characterization of the basic chemistry of NOM
(such as functional groups or physical and chemical properties) difficult
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waters. (Adapted from Rainwater and White,

Total organic carbon, mg/L 1958.)

and causes NOM from different water bodies to have different effects when
subjected to water treatment processes.

Natural organic matter is not volatile. It is fairly soluble and can be
concentrated to greater than 1000 mg/L without precipitating. Most NOM
molecules are negatively charged and many have multiple anionic func-
tional groups, making them polyelectrolytic. The NOM molecules have a
distribution of molecular weights, with about 90 percent of NOM between
about 500 and 3000 Da. The elemental composition of NOM is about 45 to
60 percent carbon, 4 to 5 percent hydrogen, 35 to 40 percent oxygen, and
1 percent nitrogen (Thurman, 1985).

Based on their solubility in acid and alkali, aquatic humates are usually
divided into two principal components: humic acid (HA), which is soluble
in dilute alkaline solutions but is precipitated upon acidification, and fulvic
acid (FA), which remains in solution at low pH. The structural features of
HA and FA are similar, but the two fractions differ considerably in molecular
weight and functional group composition. The molecular weight of fulvic
acid varies from 200 to 1000 g/mol, whereas the molecular weight of
HA ranges up to 200,000 g/mol. The FA fraction also possesses a higher
content of oxygen-containing constituents per unit weight than humic
acid. However, due to the arbitrary nature of this classification scheme, the
term humic material is frequently used in reference to an aggregate of FA
and HA.

MEASUREMENT AND CLASSIFICATION OF NOM

The complexity of NOM makes it impractical to routinely measure individ-
ual compounds. Instead, NOM is typically quantified using bulk parameters.
The most common parameters in water treatment are TOC, dissolved



56

Organic
Compounds from
Human Activities

2 Physical and Chemical Quality of Water

organic carbon (DOC), biodegradable dissolved organic carbon (BDOC),
assimilable organic carbon (AOC), UVas4 absorbance, and specific UV
absorbance (SUVA). SUVA is calculated as

SUVA = o % 100 (2-27)

where SUVA = specific UV absorbance, L./mg-m
UVos4 = UV absorbance at 254 nm, cm ™!
DOC = dissolved organic carbon concentration, mg/L

Methods that have been used to quantify and characterize NOM are
described in Table 2-7. For more detailed research, NOM can be charac-
terized by separation into discrete fractions based on properties such as
hydrophobicity, polarity, or molecular weight (Croue et al., 2000; Owen
et al., 1993, 1995).

Organic chemicals from industry, agriculture, and municipal effluents are
routinely found in water supply sources and in trace amounts in many
water supplies. Surface waters are especially vulnerable to these types of
contaminants, but groundwater systems can also become contaminated.
Contaminants that originate from a specific site are defined as point source
pollutants, whereas substances that enter the aquatic environment over a
broad area are referred to as non—point source pollutants. Groundwaters
are most commonly subjected to point source contamination. By contrast,
large-scale surface water basins may contain organic chemicals such as
trichloroethene that cannot be traced to a single site.

USE OF SYNTHETIC ORGANIC COMPOUNDS

Industries that utilize large quantities of chemicals in manufacturing pro-
cesses are major sources of organic pollutants. The vast majority of organic
compounds used in industry are synthesized. Synthetic organic compounds
(SOGs) comprise an extremely diverse group of compounds. A general
classification according to polarity and volatility is illustrated on Fig. 2-13a.
Typical compounds in each of the categories identified on Fig. 2-13a are
presented on Fig. 2-13b. While generally found at very low concentra-
tions in water, many SOCs are of significant health concern. Among the
sources of these compounds are the industrial and commercial facilities
located in close proximity to major bodies of surface water. For example,
the Mississippi and Ohio Rivers provide a plentiful supply of process and
cooling water for a large fraction of the industries in the United States.
Consequently, effluents from these activities can introduce a broad range
of chemical contaminants to these river systems, depending on the nature
of the materials being processed at each facility.
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Methods for quantifying and characterizing NOM

Parameter

Total organic carbon
(TOC)

Dissolved organic carbon
(DOC)

Biodegradable dissolved
organic carbon (BDOC)

Assimilable organic
carbon (AOC)

UV,s54 absorbance

Specific UV absorbance
(SUVA)

Molecular weight
distribution

Hydrophobic and ionic
fractions

Fluorescence

Description
Aggregate Properties

NOM is oxidized completely to CO,, which is stripped from the sample and
measured in the gas phase. TOC is not equal to the NOM concentration but is a
surrogate that gives an indication of the NOM concentration as long as the
elemental composition does not change. The NOM concentration is typically

2 times the TOC concentration (based on the elemental composition).

The sample is analyzed identically to TOC after filtration through a 0.45-um
filter. The DOC concentration is typically 80—90% of the TOC concentration.

Dissolved organic carbon that can be assimilated biologically. Final value
depends on the specific test procedure employed. Important in assessing the
potential for regrowth of microorganisms after disinfection in the distribution
system.

The fraction of the BDOC that can be readily assimilated biologically as opposed
to the total, which can be biodegraded over a longer period of time. In general,
the methods used to determine the BDOC and AOC will yield different results.

The sample is filtered and the absorbance of UV light at a wavelength » of
254 nm is measured with a spectrophotometer. Like TOC and DOC, UV;s4
absorbance is a surrogate for the NOM concentration. Specific molecular
structures (chromophores) within NOM molecules absorb UV light, so the
relationship between UV,s,4 absorbance and NOM concentration can vary
between water bodies or seasonally because of differences in NOM
composition. In addition, UV,54 absorbance may not be representative of NOM
removal in a treatment process if the process removes molecules with
chromophores differently than molecules without chromophores.

SUVA is calculated as the ratio of UV,5,4 absorbance to the DOC (TOC has also
been used). SUVA has been correlated to the hydrophobic fraction of NOM and
has been used as a guide for the treatability of NOM by some processes. For
instance, water with a low SUVA value may not be amenable to enhanced
coagulation.

Specific Compound Classes and Individual Constituents

The molecular weight distribution of NOM can be determined by serial
ultrafiltration or chromatographic methods. The most advanced method is
high-performance size exclusion chromatography.

NOM is separated into hydrophobic, hydrophilic, cationic, neutral, and anionic
fractions by retention or passage through resin columns. The effect of these
specific properties is then evaluated with respect to treatment processes.

Fluorescence is strongly correlated with the molecular weight of NOM.

(continues)
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Table 2-7 (Continued)

Parameter Description

Compounds can be separated based on polarity by reverse-phase high-pressure liquid
chromatography (RP-HPLC) or other chromatographic methods and compared to the
polarity of a standard compound. Polarity affects the reactivity and fate of NOM in
many environmental processes.

Relative polarity

Compound class Assays can be performed to measure the total protein or carbohydrate concentration

identification in samples of water containing NOM.

Spectrometry Spectrometric methods, such as nuclear magnetic resonance (NMR), Fourier
transform infrared (FT-R) spectrometry, solid-state cross-polarization magic-angle
spinning (CPMAS), 13C nuclear magnetic resonance spectrometry, electrospray
ionization/mass spectrometry, and pyrolysis gas chromatography mass spectrometry
(pyr-GC-MS) can be used to identify the primary functional groups or compound
classes present in NOM.

Volatility Volatility
Volatile Semivolatile Nonvolatile Volatile Semivolatile Nonvolatile
Alcohols
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E % Aldehydes Epoxides Humic acids D_o_ g
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Molecular weight Molecular weight
(a) (b)
Figure 2-13

Organic compounds found in water: (a) classification based on molecular weight, polarity, and volatility and (b) representative
examples of compounds in each classification. (Adapted from Trussell and Umphres, 1978.)
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AGRICULTURAL PESTICIDES AND HERBICIDES

The quantity of agricultural pesticides used annually in the United States
is extremely large. In California alone, over 4000 tonnes of chemicals is
applied each year. The vast majority of these substances are organic chem-
icals. In general, pesticide treatments are distributed evenly over a large
acreage. Modern agricultural practice has been directed toward the use of
nonrefractory pesticides, such as organophosphates, that degrade rapidly in
the environment following application. Use of nonrefractory pesticides has
helped to minimize the risk of water contamination. Nevertheless, the use
of such large quantities of agricultural chemicals requires that programs be
developed to monitor water supplies subject to agricultural runoff.

MUNICIPAL WASTEWATER DISCHARGES

Municipal wastewater treatment plants are also a major point source of
organic contamination. Even with effective secondary treatment, an ever-
increasing number of organic compounds is being found in the effluent
from treatment plants. The U.S. Geological Survey (USGS) has identi-
fied a number of compounds termed emerging organic compounds that are
now being found in stream waters (USGS, 2000). Many of the emerging
compounds are derived from veterinary and human antibiotics, human
prescription and nonprescription drugs, and industrial and household
wastewater products.

The processing of water for commercial applications and human con-
sumption introduces a variety of organic compounds. More specifically,
a variety of organic compounds can be formed through chemical trans-
formations of NOM during water disinfection. For example, chlorine can
efficiently convert humic substances (NOM) to trihalomethanes (THMs)
and other organohalogen oxidation products under the reaction condi-
tions encountered in water treatment systems. The formation and treatment
of compounds formed during disinfection are considered in detail in
Chaps. 13 and 19.

Avariety of measures have been developed or adapted for the quantification
of the array of synthetic and naturally occurring aquatic organic material.
Two types of measures are in common use: (1) those measures that are used
to quantify organic matter that is composed of an aggregate (nonspecific)
of constituents with similar characteristics and (2) those measures that
are used to quantify individual organic constituents (specific) from within
the total organic compounds present. Aggregate measures are intended
to quantify part or all of the organic content of a water. They include
UV absorbance, TOC, total organic halogen (TOX), and trihalomethane
formation potential (THMFP). The use of some of these measures for NOM
was reported previously in Table 2-7.
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ULTRAVIOLET ABSORBANCE

Organic substances absorb UV light, which is light that is beyond the visible
spectrum at the violet end, generally defined as having a wavelength between
100 and 400 nm. Specific organic materials show definitive UV absorbance
bands reflecting their particular unsaturation pattern and/or aromatic com-
ponents. Such configurations desorb the short-wavelength/high-energy
excitation of UV radiation, corresponding to excitation of electrons; increas-
ingly shorter wavelengths are required to excite more stable molecules.
Thus, simple aliphatic molecules will not tend to absorb UV light, whereas
the complex multiaromatic, multiconjugated humic substances would be
expected to absorb UV light very strongly. Ultraviolet absorbance at a
wavelength A of 254 nm is used as a surrogate measurement for the concen-
tration of NOM, as described in Table 2-7. In some cases, UV absorbance
at a wavelength X\ of 285nm has also been measured. In reporting the
absorbance of a solution, the pH must be noted. The SUVA (see Table 2-7)
is another measure that has been used to quantify the NOM in water.

TOTAL ORGANIC CARBON AND DISSOLVED ORGANIC CARBON

The TOC analysis is used to quantify the total amount of organic carbon
contained in a sample by converting the dissolved organic compounds to a
single chemical form while excluding inorganic carbon compounds from
the analysis (see Fig. 2-14). Total organic carbon is a useful measurement
because it provides an assessment of organic contamination and may be
correlated to the amount of disinfection by-products (DBPs) that are
produced during chlorination on a case-by-case basis. Dissolved organic
carbon is the fraction of the TOC that passes through a 0.45-pum filter, and

Organic matter (OM)

Total organic Other
carbon (TOC) constituents

| 0.45 um filtration

Particulate Dissolved
organic carbon organic carbon
(POC) (DOC)
I I
| | |
Refractory Biodegradable Refractory Biodegradable

particulate organic
carbon (RPOC)

particulate organic
carbon (BPOC)

dissolved organic
carbon (RDOC)

dissolved organic
carbon (BDOC)

Readily assimilable Slowly assimilable
organic carbon (AOC) organic carbon
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the TOC of the material retained on the filter is defined as particulate TOC.
As noted previously, the definition of DOC is operational, as a considerable
amount of colloidal nondissolved material can pass through a 0.45-pum
filter.

TOTAL ORGANIC HALOGEN

Total organic halogen refers to the total mass concentration of organically
bound halogen atoms (X = CI, Br, or I) present in water. From the
standpoint of water quality, TOX is especially significant because it accounts
not only for volatile halogen-containing compounds such as the THM:s,
trichloroethene, and tetrachloroethene but also includes the contribution
of halogenated organic substances of high molecular weight that are
also suspected health hazards. One commonly used method for TOX
analysis involves the adsorption of organohalide solutes onto activated
carbon (Dressman and Stevens, 1983). The particles of carbon are then
washed to displace inorganic halides (predominantly C17). After treatment
with nitrate, the carbon adsorbent is subjected to pyrohydrolysis, which
converts the organically bound halogen to hydrogen halides (HX) and
hypohalous acids (HOX). The aqueous effluent from the pyrohydrolysis
step (pyrohydrozylate) can be analyzed for halide ion using a specific
ion probe or by direct injection of the sample into a microcoulometric
titration cell.

TRIHALOMETHANE FORMATION POTENTIAL

The THMFP is employed to assess the maximum tendency of the organic
compounds in a given water supply to form THMs upon disinfection. Water
supply sources with low THMFP values are considered to be superior when
it becomes necessary to choose between alternative sources of water. The
subject of THMFP is considered further in Chap. 19.

2-6 Taste and Odor

The human senses of taste and odor (smell) are stimulated by a myriad of
chemical compounds, both inorganic and organic. Certain ones of these
compounds are found occasionally in domestic water supplies and, more
than any other factor, influence the palatability of the product. Many
water treatment plants include facilities for the feeding of taste and odor
control chemicals, adsorbents, or both. Additionally, some agencies employ
preventative and control measures in raw-water reservoirs, lakes, and rivers.
It is impossible to estimate accurately the annual expenditure, nationally,
on taste and odor control measures. Recommended limits on odors are set
by the U.S. EPA in the National Secondary Drinking Water Regulations.
The purpose of this section is to (1) identify the sources of tastes and odors
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in water supplies and (2) outline means to control their development or to
remove them once they have appeared.

Tastes and odors in water supplies can generally be attributed to two
different causative elements: natural forces within the environment and the
actions of human beings upon the aquatic environment. These sources of
tastes and odors are not unrelated. For example, odors due to biological
degradation of algae and their waste products may sometimes be traced to
an upstream nutrient input of human origin. Sources directly responsible
for taste and odor production in groundwater and surface water supplies
are considered in the following discussions. The examination of these
sources is essential when attempting to identify particular tastes or odors.

TASTES AND ODORS IN SURFACE WATERS

Taste and odor problems are proportionally more common in surface waters
than in groundwaters largely because of the presence of algae. In addition,
direct organic inputs such as autumnal leaf fall, stormwater runoff, and
agricultural drainage provide ample nutrients for microorganisms that can
often generate taste- and odor-producing compounds. Decaying vegetation
from leaf fall and other sources may result in brown-colored, sweet-smelling
water. These effects are due to suspended and dissolved glucosides, such as
tannin, that originate in vegetative matter. Other suspended particulates,
such as colloidal silts and clays, may render a water unpalatable if not
removed in treatment.

TASTES AND ODORS IN GROUNDWATER

Most tastes and odors in groundwater supplies are natural in origin.
For example, tastes and odors are caused by bacterial actions within the
groundwater aquifers or the dissolution of salts and minerals as groundwater
percolates and flows through geologic deposits. Intrusion of salt or mineral-
bearing waters (such as seawater) may also result in taste or odor problems.
Recently, tastes and odors in some groundwaters have been attributed to
human sources, such as landfill leachate.

One of the most common odor problems in groundwater supplies is
hydrogen sulfide (HoS). Hydrogen sulfide is frequently characterized as a
rotten-egg odor, but at low concentrations it may also impart a swampy,
musty odor. The odor threshold concentration of HsS in water is less
than 100 ng/L (0.0001 mg/L), and odors from waters containing 0.1 to
0.5 mg/L or greater are offensive (Lochrane, 1979; Pomeroy and Cruze,
1969). Sulfides in groundwater result from anaerobic bacterial action on
organic sulfur, elemental sulfur, sulfates, and sulfites.

Reduced iron and manganese may also pose taste problems in groundwa-
ter. Although tastes due to dissolved iron or manganese are not particularly
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noxious, they can render a water unpalatable and cause problems in
pipelines, water services, and laundry facilities.

High salt content, as characterized by TDS or conductivity, can result
in taste problems but does not usually result in objectionable odors. In
general, consumers prefer waters with lower TDS content. The current
widespread use of bottled mineral-bearing waters, however, may indicate
that other psychophysical effects may affect taste preference.

Human-induced tastes and odors in groundwater occur as a result of
chemical dumping, landfill disposal, mining and agricultural activities, or
industrial waste disposal. A variety of synthetic organic chemicals have been
identified in groundwater supplies. Examples include trichloroethylene
(TCE), which has been found at objectionable concentrations in wells
throughout the country.

Taste and odor prevention and control may be accomplished at the source,
in the treatment plant, and to a certain extent in the distribution system.
Ideally, the most satisfactory site for control in surface supplies is at
the source. Source control generally involves controlling the growth of
algae and related organisms. For groundwater supplies, source control
must be accomplished through watershed management—a difficult task.
For surface reservoirs, algaecides, destratification/aeration, and watershed
management are used as control methods. Purveyors using continuous draft
intakes with negligible raw-water storage or detention most often address
taste and odor problems in-plant rather than at the source. Taste and odor
can be treated by oxidation (Chap. 8) or adsorption (Chap. 15).

2-7 Gases in Water

Gases commonly found in water, as reported in Table 2-2, include nitrogen
(Ng), oxygen (Og), carbon dioxide (COg), hydrogen sulfide (HoS), ammo-
nia (NHs), and methane (CHy). The first three are common gases of the
atmosphere and are found in all waters exposed to the atmosphere. The
latter three are derived from the bacterial decomposition of the organic
matter present in water. Although not found in untreated water, other gases
with which the environmental engineer must be familiar include chlorine
(Clo) and ozone (Os), which are used for oxidation, disinfection, and odor
control.

Gases in water can form bubbles, which may interfere with sedimentation
processes, as the bubbles carry particles up through the water column and
filtration, as gases accumulate and disrupt flow through the filter. Gas
bubbles in water can also interfere with water quality measurements such
as dissolved oxygen, ions measured with electrodes, and turbidity. The
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quantity of a gas present in solution is governed by (1) solubility of the gas,
(2) partial pressure of the gas in the atmosphere, (3) temperature, and
(4) concentration of the impurities in the water (e.g., salinity, suspended
solids). A discussion of the ideal gas law is presented below. The solubility
of gases in water and Henry’s law as applied to the gases of interest may be
found in Chap. 14.

The ideal gas law, derived from a consideration of Boyle’s law (volume of
a gas is inversely proportional to pressure at constant temperature) and
Charles’ law (volume of a gas is directly proportional to temperature at
constant pressure) is

PV = nRT (2-28)

where P = absolute pressure, atm
V = volume occupied by gas, L, m®
n = amount of gas, mol
R = universal gas law constant, 0.082056 atm/(mol/L) - K
T = temperature, K (273.15 4 °C)

Using the universal gas law, it can be shown that the volume of gas occupied
by 1 mole of a gas at standard temperature (0°C, 32°F) and pressure
(1.0 atm) is equal to 22.414 L:
nRT

P
_ (1 mole)[0.082056 atm/(mol/L) - K][(273 + 0)K]
B 1 atm

V=

=22414L

The following relationship, based on the ideal gas law, is used to convert
between gas concentrations expressed in ppm, and pug/m?:

3 (concentration, ppm,) (MW, g/mol of gas) (10° ng/g)
ng/m” = — (2-29)
22.414 x 107> m3/mol of gas

The application of the Eq. 2-29 is illustrated in the following example.

Gases that are commonly found in untreated water include nitrogen, oxy-
gen, carbon dioxide, ammonia, hydrogen sulfide, and methane. Ammonia,
hydrogen sulfide, and methane are typically formed during the anaero-
bic decomposition of organic matter (see Table 2-2). Dissolved nitrogen,
oxygen, and carbon dioxide are generally present in natural waters from
equilibration with the atmosphere; however, these gases also have bio-
logical origins, from processes such as atmospheric nitrogen fixation,
photosynthesis, and respiration, respectively.
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Example 2-4 Conversion of gas concentration units

The gas released from a natural seep was found to contain 20 ppmy (by
volume) of hydrogen sulfide (H,S). Determine the concentration in mg/m3
and in mg/L at standard conditions (0°C, 101.325 kPa).

Solution
1. Compute the concentration in mg/L using Eq. 2-29.
The molecular weight of H,S = 34.08 g/mol [2(1.01) + 32.06].

20m3 ( 34.08 g/mol H,S > 10° pg
106 m3 / \ 22.4 x 10-3 m3/mol of H,S g

20 ppm, = (

= 30,429 pg/m3

2. The concentration in mg/L is

30,429 ng mg m3
3 _
30,429 ng/m” = ( m3 ) (103 ug) (103 L)

— 0.0304 mg/L

Comment

If gas measurements, expressed in mg/L, are made at other than standard
conditions, the concentration must be corrected to standard conditions,
using the ideal gas law, before converting to ppm.

2-8 Radionuclides in Water

Radionuclides are unstable atoms that are transformed through the process
of radioactive decay. Radioactive decay results in the release of radioactive
particles (radiation). Radionuclides are of interest because of the health
effects resulting from exposure to radioactive particles and their occurrence
in natural waters. A brief review of the fundamental properties of atoms,
types of radiation, and units of expression is presented in this section.

An atom is composed of three basic subatomic constituents: protons (pos-
itive charge, located in the nucleus), neutrons (no charge, located in the
nucleus), and electrons (negative charge, located in the outer shell or
orbitals surrounding the nucleus). An element is defined by its atomic
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number, which is equal to the number of protons in its nucleus. Elements
with the same number of protons and variable number of neutrons are
known as isotopes. Radium, for example, has six isotopes, 223Ra, 224Ra,
225Ra, 226Ra, 227Ra, and 22®Ra, all of which have an atomic number of 88 (88
protons) and atomic mass of 223 to 228 (88 protons, 135 to 141 neutrons).
The isotope that decays is known as the parent, and the resulting element
is known as the progeny or daughter. Radioactive decay is the spontaneous
disintegration of an element, resulting in greater atomic stability through
change of electron orbits or release of radioactive particles or radiation.

The primary forms of radioactive decay are (1) alpha (particle) radiation,
(2) beta (particle) radiation, and (3) gamma (ray) radiation. The release
of alpha and beta particles transforms an isotope into a different element,
while the release of gamma radiation reduces the energy of the element.
Alpha, beta, and gamma radiations are known as ionizing radiation because
of their ability to free electrons from their orbit in adjacent atoms.

Alpha particles are large, positively charged helium nuclei (two protons
and two neutrons) released by certain isotopes during radioactive decay.
Alpha particles are relatively slow and massive and are the least penetrating
(may be stopped by the skin); however, when ingested, these particles
can be very damaging to internal tissue and may cause cell mutation and
possibly cancer. When an element emits an alpha particle, the element’s
atomic mass is reduced by 4 and its atomic number is reduced by 2. Beta
particles are high-energy negatively charged particles released by certain
elements during radioactive decay. Beta particles have smaller mass than
alpha particles, which allows greater speed and penetration but creates less
damage. The release of beta particles is characterized by the transformation
of a neutron to a proton in the nucleus of an element and results in an
increase of the atomic number. Gamma-ray emission, consisting of high-
energy short-wave electromagnetic radiation (similar to x-rays) emitted
from a nucleus, has tremendous penetrating power but has limited effect
at low levels.

The units used to quantify radionuclides in water include expressions for
activity, exposure/dose, and rate of decay. Activity refers to the amount of
radiation being emitted from a radioactive agent. Exposure is a function of
the activity, type of radiation, and pathway of human contact, while the dose
is used to express the bodily uptake of radioactivity from a given exposure
scenario. The life span of a radionuclide is estimated by its rate of decay, or
half-life. Activity, adsorbed dose, and dose equivalent are described below.

ACTIVITY

Radionuclides have unique properties that require units other than mil-
ligrams or moles per liter. Because the emission of radioactivity is not
dependent on the mass of the element, units that quantify the activity of
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the element must be used. In the International System (SI) of units, the
becquerel (Bq), equivalent to one disintegration or nuclear transforma-
tion (radioactive emission) per second, is the unit of radioactivity. In U.S.
customary units, radiation is expressed in curies (Ci), 1 Ci is equivalent to
3.7 x 101 disintegrations per second (37 x 109 Bq).

ADSORBED DOSE AND DOSE EQUIVALENT

Exposure to radionuclides through ingestion results in damage to internal
organs as the element disintegrates. The amount of radiation that is
imparted to the tissue is dependent on the number of particles emitted and
is known as the absorbed dose. The SI unit for absorbed dose is the gray
(Gy), where one gray equals one joule of radiation energy per kilogram of
absorbing material. The corresponding U.S. customary unit is the radiation
adsorbed dose (rad); 1 Gy is equal to 100 rad. Exposure to alpha, beta,
and gamma radiation has different biological effects, so an exposure term
known as the “‘dose equivalent’ is used to quantify radiation that produces
the same biological effect regardless of the type of radiation involved. The
dose equivalent is determined by multiplying the adsorbed dose (in Gy or
rad) by a quality factor. The quality factor is 1 for x-rays, gamma rays, and
beta particles, and 20 for alpha particles. The units for dose equivalent is
the sievert (Sv) in SI units and the Rontgen equivalent man (rem) in U.S.
customary units ; 1 Sv is equivalent to 100 rem.

Problems and Discussion Topics

2-1  Given the following test results, determine the mole fraction of
calcium (Ca?*t).

Concentration, Concentration,
Cation mg/L Anion mg/L
Ca®* 40.0 HCO5~ 91.5
Mg2+ 12.2 SO, 72
Na* 15.1 Cl- 22.9
K+ 5.1 NO;~ 5.0

22 Determine the mole fraction of magnesium (Mg®") for the water
given in Problem 2-1.

2-3 Determine the mole fraction of sulfate (SO 427) for the water given
in Problem 2-1.

2-4  Commercial-grade sulfuric acid is about 95 percent HoSO4 by mass.
If the specific gravity is 1.85, determine the molarity, mole fraction,
and normality of the sulfuric acid.

2-5  If the UV intensity measured at the surface of a water sample is
180 mW/cm?, estimate the average intensity in a Petri dish with an
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2-7

2-8

29

average depth of 15 mm (used to study the inactivation of microor-
ganisms after exposure to UV light, as discussed in Chap. 13). Assume
the absorptivity of the water, k4 (\) at X = 254 nm, is 0.10 cm ! and
that the following form of the Beer—Lambert law applies:

I
In (1—> = —2.303ks (M) x

0
If the average UV intensity in a Petri dish containing water at a
depth of 10mm is 120 mW/cm?, what is the UV intensity at the
surface of the water sample? Assume the absorptivity of the water,
ka(h) at X = 254nm, is 0.125 cm~! and that the equation given in
Problem 2-5 applies.

If the transmittance is 92 percent and a photo cell with a 12-mm
path length was used, what is the absorptivity?

Given the following data obtained on two water supply sources,
determine the constants in Eq. 2-16 (power law density and slope
coefficients) and estimate the number of particles in the size range
between 2.1 and 5. Also, comment on the nature of the particle size
distributions.

Particle Count

Bin Size, pm Water A Water B

5.1-10 2500 110
10.1-15 850 80
15.1-20 500 55
20.1-30 250 36
30.1-40 80 25
40.1-50 60 20
50.1-75 28 15
75.1-100 10 10

The following particle size data were obtained for the influent and
effluent from a granular medium filter. Determine the constants in
Eq. 2-16 (power law density and slope coefficients) and assess the
effect of the filter in removing particles.

Particle Count

Bin Size, pum Influent Effluent
2.51-5 20000 101
5.1-10 8000 32
10.1-20 2000 6
20.1-40 800 3.2
40.1-80 400 1.2

80.1-160 85 0.34

160.1-320 40 0.12



2-10

2-11

2-12

2-13

2-14

2-15

2-16

Problems and Discussion Topics

Determine the alkalinity and hardness in milligrams per liter as
CaCOgs for the water sample in Problem 2-1.

Given the following incomplete water analysis, determine the
unknown values if the alkalinity and noncarbonate hardness are 50
and 150 mg/L as CaCOgs, respectively:

lon Concentration, mg/L
Ca%* 42.0

Mg2+ ?

Na* ?

K+ 29.5

HCO5~ ?

SO, 144.0

Cl= 35.5

NO;~ 4.0

Given the following incomplete water analysis measured at 25°C,
determine the unknown values if the alkalinity and noncarbonate
hardness are 40 and 180 mg/L as CaCOsg:

lon Concentration, mg/L
Ca®* 55.0

Mg?2+ ?

Na* 23.0

K+ 2.0

HCO5~ ?

S0, 48.0

Cl= ?

CO, 4.0

Review the current literature and cite three articles in which the
SUVA (specific UV absorbance) measurements were made. Prepare
a summary table of the reported values. Can any conclusions be
drawn from the data in the summary table you have prepared?

Review the current literature and prepare a brief synopsis of two
articles in which the DOM (dissolved organic matter) was measured.
What if any conclusions can be drawn from these articles about the
utility of DOM measurements.

Determine the concentration in ug/m?® of 10 ppm, (by volume) of
trichloroethylene (TCE) (CoHCIs) at standard conditions (0°C and
1 atm).

If the concentration of TCE at standard conditions (0°C and 1 atm)

is 15 pg/m®, what is the corresponding concentration in ppm, (by
volume)?
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Terminology for Microbiological Quality of Water

Term Definition

Aerobic Metabolic process carried out in the presence of free oxygen,
where oxygen serves as the terminal electron acceptor.

Anaerobic Metabolic process carried out in a reduced environment

in the absence of free oxygen, where compounds such as
S042~ and CO, serve as terminal electron acceptors.

Anoxic Metabolic process carried out in a partially reduced
environment in the absence of free oxygen, where
compounds such as NO3~, NO,~, and Fe(lll) serve as
terminal electron acceptors.

Autotrophs Organisms that produce complex organic compounds (such
as carbohydrates, fats, and proteins) from simple inorganic
molecules (e.g., CO,) using energy from light
(photosynthesis) or inorganic chemical reactions

(chemosynthesis).

Cyst Resting, nonmotile, encysted stage of amoeba or flagellate
(e.g., Entamoeba hystolytica, Giardia lamblia).

Egg Encysted form of helminths (e.g., Ascaris, Schistosomes).

Endemic Condition where a disease is normally present in the
population without external inputs.

Endopore Dormant, highly resistant structure produced by some
gram-positive bacteria (e.g., Bacillus, Clostridium).

Enteric In the gastrointestinal system (mouth, throat, stomach,
duodonum, small intestine, large intestine, anus).

Epidemic Condition where a disease is rapidly spreading in the
population.

Facultative Organisms that have metabolic processes that allow them to
operate under aerobic, anoxic, and anaerobic conditions.
Fecal-oral Route of disease transmission from one person to another
route where a pathogen present in one person’s feces is
transmitted to another through the mouth (usually in food
or water).
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Term Definition

Helminths Parasitic worms.

Heterotrophs Organisms that use organic chemicals as carbon
source; can be aerobic, facultative, or anaerobic.

Metabolism Biochemical cellular reactions involved in maintaining
cell viability. Metabolism may occur under aerobic,
anaerobic, anoxic, or facultative conditions.

Morbidity ratio Fraction of infected persons who exhibit the symptoms
of the disease.

Mortality ratio Fraction of the persons who exhibit symptoms of the
disease who ultimately die from it.

Oocyst Encysted form resulting from fertilization during life
cycle of sporozoa; indicates sexual reproduction
(e.g., Cryptosporidium).

Pandemic Condition where an epidemic is expanding in several
countries.

Parasite Organism that draws its nutrients from another.
A parasite cannot live independently.

Pathogens Microorganisms capable of causing disease in humans,

including bacteria, viruses, protozoa, helminths
(worms), and algae.

Reproduction Act of replication, either sexually or asexually. Some
organisms reproduce by only one method, others
can utilize either method. Microorganisms can
reproduce sexually and asexually.

Virulence Measure of the severity of the damage to the host.
(pathogens)

The material on microbial quality presented in this chapter is designed as
background material for subsequent chapters on treatment and disinfec-
tion. The specific objectives of this chapter are fourfold: (1) to provide
an overview of the microbial world including the types of microorganisms
and their characteristics, especially as they affect drinking water treatment,
(2) an introduction to pathogens in drinking water and the routes of
transmission of enteric disease, (3) a comprehensive discussion of bacteria,
viruses, protozoa, helminthes (worms), and algae of concern in drinking
water, and (4) a discussion of the issues related to bacterial monitoring of
water supply sources. The following discussion presumes the reader, while
trained in the sciences, does not specialize in microbiology. Additional
information can be obtained from literature devoted to this subject.
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3-1 Overview of the Microbial World

Figure 3-1

Universal phylogenetic
tree of life. (Adapted from
Rittman and McCarty,
2001.)

Since the middle of the nineteenth century, biologists have assumed that
an evolutionary tree of life could be constructed. It was believed that the
appearance and capabilities of organisms could be traced, in a linear way, up
and down that evolutionary tree as organisms evolve from one to another.
Until the introduction of genetic analytical techniques late in the twentieth
century, the tree was constructed mostly on the basis of the morphology
and behavior of organisms relative to other organisms. At the time, there
were thought to be two fundamental branches to the tree, prokaryotic
organisms and eukaryotic organisms, prokaryotes having only one outer
cell membrane and eukaryotes being more formally structured.

In 1977, microbiologist Carl Woese constructed an evolutionary tree
using genetic information and demonstrated a third domain, the archaea
(Woese and Fox, 1977). The archaea are similar to bacteria, but their
genetic makeup is different. Like bacteria, archaea lack a true nucleus,
usually have one deoxyribonucleic acid (DNA) molecule suspended in the
cell’s cytoplasm contained within a cell membrane, and most also have a
rigid outer cell wall. The name archaea is taken from the Greek word for
“‘ancient’” because these organisms do best under extreme environmental
conditions, such as those when the earth was young, for example, the
conditions found in hydrothermal vents. A modern phylogenetic tree of
life is shown on Fig. 3-1. As shown on Fig. 3-1, the tree of life has three
principal branches: bacteria, archaea, and eukarya. There are no known
human pathogens among the archaea.
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3-1 Overview of the Microbial World

The field of aquatic microbiology encompasses diverse organisms. Where
drinking water is concerned, the groups of interest include bacteria,
viruses, algae, protozoa, and helminths (worms). Each of these groups
is discussed in this chapter. Some aspects of each group that are impor-
tant in understanding aquatic microbiology are summarized in Table 3-1.
These characteristics include size, surface charge, shape, oxygen require-
ments, carbon and energy requirements, motility, and the environmentally
resistant stage for each.

Bacteria are single-celled organisms ranging in size from about 0.1 to
10 pm. Even though their sizes range over two orders of magnitude, all
bacteria have a relatively simple structure and composition. Bacteria have
one key membrane structure—the membrane bounding the cell itself. The
bacterial interior contains two major regions: the cytoplasm and the nuclear
region, both relatively uniform in appearance. Cells of this simple type are
termed prokaryotic. Cyanobacteria (also known as blue-green algae) are
also prokaryotic. Other cells of algae, fungi, protozoa, plants, and animals
are eukaryotic. Eukaryotic cells contain membrane-bound regions that are
distinctive both morphologically and physiologically.

The simple appearance of the bacteria is deceiving; physiologically they
are more diverse than any other biological group. Structural uniformity
and physiological diversity make the classification of bacteria difficult. Typi-
cally, a bacterial genus is identified based on a combination of morphology
and metabolic responses. For example, the genus Escherichia (including
the species Escherichia coli) is described as unicellular, nonphotosynthetic,
non-spore forming, straight, rod shaped, less than 2 pm wide, gram neg-
ative, aerobic, heterotrophic, acid and gas producing from glucose and
lactose within 48 h, methyl red positive, Voges—Proskauer negative, and
catalase positive, with four species differentiated on the basis of pigmenta-
tion, utilization of citrate, and production of HyS. As might be suspected,
the classification of bacteria is constantly changing; for example, E. coli was
previously assigned to the genus Bacterium as Bacterium coli and to the genus
Bacillus as Bacillus coli. More recent classifications have been developed that
are primarily based on the organism’s genome. Genetic analysis is having
a revolutionary impact on our understanding of the evolution of members
of the microbial community.

The size, shape, motility, and surface charge of microorganisms can have
important influences on their removal by water treatment processes. As
discussed in Chaps. 9, 10, and 11, particles in the range of 1 to 10 pm in
diameter are more difficult to remove in conventional processes. Unfortu-
nately, many important pathogens fall in this range, including most bacteria
and the protozoan Cryptosporidium parvum. Size is a particularly important
consideration in the treatment as well as in the detection of microor-
ganisms. To put the microbiological world and some of its inhabitants in
context, the relative sizes of a number of organisms are displayed on Fig. 3-2.
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3 Microbiological Quality of Water

The smallest inhabitants of the microbiological world are the prions, protein
molecules of approximately 230 to 240 base pairs in length. Volvox, a species
of algae formed by hundreds of cells, is among the largest members of the
microbiological world.

Many algae and helminths are visible to the unaided eye, while most
bacteria can only be observed through a microscope. In 1683, Anton van
Leeuwenhoek reported to the Royal Society of London on the observation
of bacteria found in the plaque on his teeth using the microscope he
had developed. However, serious work with bacteria and disease did not
develop until Robert Koch had access to one of the innovative microscopes
Carl Zeiss introduced into the market in 1883. Viruses are the smallest of
waterborne agents, typically ranging in size from about 0.02 to 0.2 pm.
Viruses are too small to be seen with a light microscope but can be observed
with an electron microscope.

Most, if notall, microbiological particles exhibit a negative surface charge
over the range of pH of interest in water treatment, and so do most other
aquatic particles and filter media. As a result, sedimentation and granular
media filtration do not effectively remove pathogens unless a coagulant is
used to address the forces of repulsion. Some organisms are motile, and
experience has shown that these microorganisms are even more resistant to
effective removal by granular media filtration. For these microorganisms,
disinfection is first required to eliminate motility before coagulation and
filtration can be effective.

The response of a microorganism to oxidation-reduction (redox) and
pH conditions provides insight as to environments where the organism
might be found. To survive under any conditions, a microorganism needs
an electron acceptor and donor. When free hydrogen and oxygen are
available, reducing the oxygen to water results in a transfer of electrons. As
redox potential drops, other electron acceptors become important. Some
of the more important conversions are the reduction of nitrate to nitrogen
gas, manganese dioxide to Mn(II), ferric iron to ferrous iron, and sulfate
to sulfide. Methane gas is generated under conditions of extremely low
redox potential (£r). The stoichiometry of some of these reactions is given
below:

O + 4H" 4+ 4e™ — 2H,0 (3-1)
2NO; + 8H* +6e¢~ — Ng + 4H0O (8-2)
MnOs + 4H' 4+ 2¢~ — Mn** + 2H,O (3-3)
FeoO3 + 6H' 4 2¢~ — 2Fe?t 4+ $H,O (3-4)

SO*™ +10H" + 8¢~ — HaS + 4HyO (3-5)
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Most bacteria operate in an £y range where the transformations they
are designed for are easily accomplished. Thus iron bacteria prefer a low
pH but high Ep. Sulfate reducers (e.g., Desulfovibrio) prefer a higher pH
and a very low Ep. Denitrifiers operate well at a neutral pH and under
mildly anoxic conditions. The availability of these electron acceptors to
microorganisms is influenced not only by the redox potential but also by
the pH. The regions of optimal redox conditions for many microorganisms
on an Ly —pH plane are shown on Fig. 3-3. Most bacteria can operate in
a pH range of 4 to 9 and function best in the range of pH 6.5 to 8.5,
while some can tolerate pH values outside these boundaries. Thiobacilli
can tolerate pH below 1.0 and function best between pH of 2 and 3.

During the past decade, significant advancements in the understanding of
the chemistry of life have occurred. This revolution in understanding has
its roots in the discovery of DNA, ribonucleic acid (RNA), and the role
these chemicals play in the structure and growth of all living organisms.
Deoxyribonucleic acid is a double-stranded sugar—phosphate back-
bone with lattices made up of pairs of four nucleic acids. The sugar
in the backbone is deoxyribose and the four nucleic acids are adenine,
guanine, cytosine, and thymine. Ribonucleic acid is a single-stranded
sugar—phosphate backbone whose lattices are also made up of pairs of
four nucleic acids. The sugar in the backbone of RNA is ribose and three
of the nucleic acids are the same as those in DNA, with uracil substituted
for thymine. The DNA and RNA structures are shown, along with their key

Biomolecular
Revolution
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Figure 3-4
Basic structure of DNA

and RNA and corresponding

nitrogenous bases.

3 Microbiological Quality of Water
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components on Fig. 3-4. The DNA serves as the library of life, the database
of genetic information for the cell. The role of RNA is to govern metabolic
processes.

The fact that DNA played an essential role in life’s genetic structure
was known from the early 1940s. It was Linus Pauling who proposed that
DNA had a helical structure in 1948, but it was Watson and Crick with help
from Wrinkle and Franklin who developed the correct details of the DNA
structure in 1953.

During recent years, the technology required to support the determina-
tion of the genetic fingerprint of a given organism has undergone dramatic
improvements, and the entire genomes of numerous organisms are rapidly
appearing in the public domain. The availability of this information is
already beginning to have fundamental impacts on the understanding of
the relationship between organisms and their behavior. For example, in
addition to the slow, vertical evolutionary changes up the tree of life that
were introduced earlier, microorganisms (including pathogens) also have
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considerable capacity for conducting more rapid horizontal exchanges in
genetic material to facilitate useful evolutionary patterns.

Bacteria reproduce by binary fission, and in this process the chromosome in
the original cell is duplicated in an identical daughter cell. For evolutionary
changes to occur, changes to the chromosome in individual bacteria must
take place, and these changes must then be passed on to future generations
by the binary fission just described. The principal events and means that
result in inheritable changes in the genome are (a) through the lysing
and release of DNA from one organism, which when taken up by another
organism can result in genetic transfer and recombination, (b) the direct
transfer of genetic material through the exchange of plasmids from one
organism to another, and (c) by mobile segments of DNA (often identified
as transposons) that can move around to different positions in the genome
of a single cell and thereby cause mutations.

Genetic transfer has been shown to occur when one cell dies and breaks
up and another cell takes on a portion of its DNA. Such genetic transfer can
also occur through the action of phage. Plasmids are small, circular, self-
replicating units of genetic material that normally exist in the bacterial cell,
but outside the chromosome itself. Some cells possess the ability to transfer
their plasmids to other cells, transmitting genetic material in the process.
Transposons are genetic elements that can move within the organism, from
one plasmid to another and from plasmids to chromosomes.

All of these mechanisms of gene transfer have been demonstrated, but
plasmid exchange is probably the best understood at the moment. Plasmids
have been shown to transmit drug resistance (e.g., ampicillin, tetracycline,
kanamycin, and chloramphenicol), resistance to UV light, resistance to
metals (e.g., mercury, cobalt, magnesium, copper, and silver), resistance
to bacteriocin (proteinaceous toxins given off by bacteria to inhibit the
growth of similar bacterial strains), toxin production (both exotoxins and
enterotoxins), the ability to metabolize specific sugars and hydrocarbons,
and the ability to create tumors. The exchange of plasmids among bacteria
is analogous to sexual processes. Some bacteria possess appendages called
pilli, and through these pilli they are able to transmit plasmids to bacteria
that do not have them.

3-2 Pathogens in Drinking Water

From the beginning, the practice of drinking water treatment has been
rooted in the need for removal of pathogens. This goal remains among the
highest priorities today. Paul Ewald, a notable evolutionary microbiologist,
recently said, ‘“No other single intervention in the history of medicine has
saved as many lives and reduced as much suffering as the provisioning of
uncontaminated water”’ (Ewald, 1994; Ewald et al., 1998).
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3 Microbiological Quality of Water

It is well documented that waterborne contamination can cause disease of
epidemic proportions. However, there was a time when it was a common
belief that diseases such as cholera and typhoid fever were primarily trans-
mitted by other means, such as breathing miasma, vapors emanating from
the decaying victim and transported through the open air during the night.

Studying the cause of London epidemics of Asiatic cholera in 1849 and
1853, Dr. John Snow demonstrated that the second epidemic, which killed
nearly 500 people in a span of 10 days (victims often died within 36 h of
exposure), was associated with contamination of the water at the Broad
Street Well by water from a nearby cesspool. Snow was unable to identify the
specific agent in the water, but he suspected that it was microbiological in
character and that it somehow replicated itself in great numbers, exiting the
victim’s gastrointestinal tract (Snow, 1855). In that same year, Falipo Pacini
identified the organism that caused cholera (Pacini, 1854; Bentivoglio and
Pacini, 1995), but his discovery went largely unknown. A short time later,
William Budd (1856) demonstrated that typhoid fever could be transmitted
by the same means. In 1864 a Frenchman, Dr. Louis Pasteur, articulated the
germ theory of disease. In 1880, Karl Eberth (1883) isolated the organism
that caused typhoid fever (Salmonella typhi), and in 1883, Robert Koch, one
of the most important figures in the history of public health microbiology,
while working in Egypt and then in India, identified the comma-shaped
bacillus responsible for Asiatic cholera (Vibrio cholerae) (Howard-Jones,
1984). It soon became clear that a number of important epidemic diseases
were often waterborne—cholera, typhoid fever, and amoebic dysentery,
among them.

In the nineteenth century, the term cholera was used to describe many
warm-weather intestinal diseases associated with pain, vomiting, diarrhea,
fever, and prostration. The term Asiatic cholera was used to distinguish a
variety of cholera, usually fatal, that had remained endemic to Asia until
around 1817 when the first of several pandemics resulted in its spread around
the world. Because the disease was thought to originate in Asia and because
it was so potent, it was called Asiatic cholera.

Perhaps the most unique aspect of water as a vehicle for the transmission
of disease is that a contaminated water supply can rapidly expose a large
number of people. When food is contaminated with a pathogen, tens to
hundreds of persons are commonly infected. If a large, centralized food-
packaging facility is involved, thousands might be infected. However, when
drinking water is contaminated with a pathogen, hundreds of persons are
typically infected, and occasionally the number of persons infected can
rise to the hundreds of thousands. For example, in the 1993 Milwaukee
Cryptosporidium incident, it is estimated that 500,000 people became ill from
contaminated drinking water (MacKenzie et al., 1994).

Another important consideration is that waterborne transmission can
have an impact on the virulence of the pathogens themselves. Virulence is
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a term used to describe the severity of the damage to the host (Casadevall
and Pirofski, 1999). A pathogen that is more virulent causes more damage.
Under normal conditions, pathogens are limited in the virulence they can
exhibit because they depend on the mobility of their host for transmission.

The principal mechanisms for the transmission of enteric (intestinal)
diseases are shown on Fig. 3-5. Suppose that, while it is infecting an adult,
a pathogen evolves to a form that causes a severe, debilitating form of an
enteric disease that immobilizes and seriously injures the infected person.
The route of transmission can be analyzed using Fig. 3-5. If an adult
with severe illness is too debilitated to prepare food, the organism cannot
get into the food supply. However, the organism does get in the sewer,
even if the sick person cannot get out of bed. Once in the sewer, the
organism is then transported to the wastewater treatment plant. If the
organism is not removed or inactivated at the wastewater treatment plant,
it enters the receiving watercourse. If that watercourse serves as a water
supply, then the organism has entered a water supply. If water treatment
does not remove or inactivate the organism, both healthy toddlers and
adults who drink the water are exposed and may get infected. A smaller
number of individuals may also be exposed via contact with the infected
persons. Thus, the entire population drinking the water supply is potentially
exposed to the disease-causing agent. Under these conditions, an organism
can successfully reproduce even if it causes a severe disease from which the
host rarely recovers. According to some historical accounts, the classic form
of Asiatic cholera that appeared in the middle of the nineteenth century
behaved in this way.

Toddlers with mild or Adults with mild or |
| = asymptomatic illness asymptomatic illness
] ! [
Childcare | M 7 Food
center preparation
Severelyill | _ N | Healthy | —]———=| Healthy | K _[Severelyill
toddlers 7 | toddlers |- »| adults [ " adults
t A 1
MM
Animal »| Water N
feces supply 7
[
» Wastewater [

Figure 3-5
Schematic of routes of transmission for enteric disease.
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The route of transmission can be interrupted by removing or inactivating
the organism from the water in two places:

1. at the drinking water treatment plant

2. at the wastewater treatment plant

Organisms that evolve to cause mild disease or asymptomatic infections have
different characteristics, as shown on Fig. 3-5. Examining the water route,
again, as the disease is enteric, the organism will get into the wastewater.
If it is not removed from the wastewater, it will also be in the water supply.
And if it is not removed in water treatment either, it will also be in the
drinking water—exposing both toddlers and adults. Some of these will then
become mild or asymptomatic carriers. The infected toddlers will spread
the disease at their childcare centers and directly to their adult caregivers
if the caregivers do not exercise sufficient care. Either water treatment or
wastewater treatment can intervene and stop the spread via this route.

Figure 3-5 can also be used to consider the spread of the asymptomatic
disease via the food route. Adults with the disease, if they do not use ade-
quate hygiene, may contaminate food when they prepare it. Both toddlers
and adults who eat the contaminated food may then get infected. Some
of those who get infected will be asymptomatic; others may exhibit mild
symptoms. Infected adults may again prepare and contaminate food, and
some infected toddlers will go to childcare centers. Toddlers in childcare
centers will expose other toddlers who attend there. Again adult caregivers,
who do not exercises sufficient hygiene, will also expose themselves while
handling the sick toddlers. The drinking water has no connection to this
route of communication, so treating the drinking water will not stop it.
Training and regulating people working in food handling can largely elim-
inate transmission of the disease from an adult to others, but it seems likely
that transmission among toddlers in childcare centers will be difficult to
eliminate. The impact of a water treatment intervention is much greater
where severe, debilitating disease is concerned.

It is not possible to eliminate diseases that are transmitted by the
fecal-to-oral route. Such diseases will continue to be spread through the
contamination of food, activities at daycare centers, and other endeavors of
asymptomatic carriers. Eliminating the transport of pathogens through the
drinking water route will result in the elimination of large-scale waterborne
outbreaks. It will also make it much more difficult for organisms to survive
if they produce symptoms that damage the host to the point where the host
is forced to stay at home soon after contracting the disease.

An opportunistic pathogen is a microorganism that is not ordinarily
able to overcome the natural defenses of a healthy human host. Under
certain circumstances, however, such organisms are able to cause infection
resulting in serious damage to the host. There are two circumstances
when opportunistic pathogens are more successful: (a) when the immune
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response of the host has been compromised [e.g., persons with human
immunodeficiency virus (HIV), persons on drugs that suppress the immune
system, the very elderly] or (b) when the host is exposed to such high levels
of the organism in question that the infection becomes overwhelming
before the body can develop a suitable immune response.

Water treatment and good sanitation practices are also necessary for
successful application of antibiotic and vaccine therapies for gastrointestinal
(GI) diseases. In developing countries with poor sanitation and inadequate
water treatment, pathogens have wide and easy access to their human hosts.
Under these circumstances, pathogenic bacteria can more successfully
evolve to gain antibiotic resistance, and some pathogenic viruses have even
evolved the capability to evade vaccine therapies.

It is widely known that some of humankind’s worst scourges have been
caused by waterborne disease. Until the last few decades of the twentieth
century, water treatment technology focused on controlling diseases that
were spread from one person to another by the fecal—oral route via drinking
water. Diseases of this kind continue to occur throughout the world, and
inadequate water treatment almost always plays a role. In parts of the world
where the infrastructure for water and sewage is poorly developed, classic
examples of these diseases (e.g., cholera and typhoid) still cause devastating
epidemics. Even in more developed parts of the world, milder forms of
gastroenteritis can become widespread when this infrastructure fails even
for a short time. Clearly, preventing the spread of waterborne disease must
remain the highest priority in water treatment.

New diseases have also come to the attention of the water treatment com-
munity that are not spread from one person to another via the drinking
water. Most important among these are zoonotic diseases, which humans
can contract from other animals. Also important are diseases caused by
opportunistic pathogens, most of which are not associated with fecal con-
tamination but instead live in various aquatic environments. While many
of these diseases have come to our attention through the efforts of the
medical profession to address the needs of individuals with suppressed
immune systems, it has now become clear that some are important diseases
for healthy individuals as well.

The most prominent zoonotic diseases of interest in water treatment at
the present time are giardiasis and cryptosporidiosis. Both of these diseases
are transmitted by the traditional fecal-oral route between humans but also
from animals to humans. Zoonotic microorganisms of the gastrointestinal
tract, such as Salmonella spp., infect animals as well as humans and cause
a variety of human diseases and are responsible for the origins of new
strains of pathogens, such as the flu (influenza viruses). It has been argued
that most epidemic diseases of humans may originate from living in close
community with animals (Diamond, 1999).
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The microorganisms that are of most concern are the pathogens. The scien-
tific community has not always used consistent terminology when discussing
the concept of pathogenicity, partly because the behavior of microorgan-
isms is extremely complex. One microorganism may colonize humans
without causing disease or even have beneficial effects (commensalism).
Another microorganism may colonize some humans without seeming to
cause disease (asymptomatic infection) and yet colonize other humans and
result in disease symptoms (symptomatic infection or infection resulting in
disease). Casadevall and Pirofski (1999) discussed pathogenicity in depth,
arguing that the unique property of pathogens is that they damage the host
organism (i.e., cause disease).

The number of organisms that a human must be exposed to before
infection varies a great deal from one pathogen to the next and also
from one human to the next. The public health community uses the
median infectious dose, Nso, as a measure of the “‘typical’” dose required
for infection in human beings. The methods for conducting such
dose—response assessments are beyond the scope of this discussion but may
be found in Haas et al. (1999). The wide variation in median dose from one
pathogen to the next to bring about a response is illustrated on Fig. 3-6. On
a mass basis, the pathogenic dose can be extremely low, as demonstrated in
Example 3-1.

INFECTION OUTCOMES

Pathogenicity is a complex phenomenon. Infection by a pathogen does
not automatically translate to damage to the host. Infection means that
the pathogen is successfully reproducing in the host. Depending on the
pathogen and the individual host involved, such an infection can result in
a variety of outcomes, including (1) asymptomatic infection (no symptoms
or very mild symptoms—no damage to the host), (2) mild illness (mild
symptoms—no permanent damage to the host), (3) acute illness (severe
symptoms—often some permanent damage to host), or (4) death. The
possible infection outcomes in a conceptual framework are summarized
on Fig. 3-7a. Often the fraction of infections that result in asymptomatic
infection is not well known because asymptomatic individuals do not
seek medical care and special studies are required to determine if an
individual not showing symptoms is infected. An organism, which often
causes asymptomatic infection, is likely to have many routes of transmission
beyond drinking water.

Hepatitis A virus is better understood than many other pathogens. The
approximate likelihood of various outcomes with this pathogen is illustrated
on Fig. 3-7b. Three out of four adults infected with the hepatitis A virus
are asymptomatic. Persons who contract the disease experience the sudden
onset of a flulike illness. After a few days of muscle aches, headache,
anorexia, abdominal discomfort, fevers, and malaise, jaundice may set in.
Full recovery usually takes 2 months, but 10 to 15 percent of the people
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Median infectious

dose, N Organism
100,000,000 + - — -
| Pathogenic Escherichia coli |
10,000,000 4 Vibrio cholerae
Salmonella typhosa
1,000,000 +
Bacillus anthracis
100,000 +
Salmonella
10,000 +
1,000 + | Campylobacter jejuni |
| Entamoeba coli | Shigella
Polio |
100 + ["Echovirus 12 Coxsackie
Cryptosporidium
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10 + Giarda lamblia_| | Franciscella tularensis |
'
Figure 3-6 ,
Median dose of organisms
11 required in drinking water

to cause infection.

who contract the disease have a prolonged, relapsing course lasting up to
6 months (serious illness). Infection by the hepatitis A virus is fatal for
about 0.075 to 0.15 percent of the persons who contract the disease, as
demonstrated in Example 3-2.
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Example 3-1 Using Infectious Dose to Assess Mass-Based Toxicity
of Pathogens

Estimate the mass dose in micrograms that will result in infection in 50
percent of the persons exposed for (a) pathogenic E. coli and (b) the
pathogenic virus hepatitis A by using the Ngp values from Fig. 3-6. In the
case of hepatitis A, use the lower range of infectious doses reported.
Assume that both organisms have a specific gravity of 1.1. The diameter
of E. coli is approximately 1 wm, and the diameter of hepatitis A is 25 nm.
Assume both organisms are spherical in shape. Use 998 kg/m?3 for the
density of water.

Solution: Part A—Pathogenic E. coli
1. Estimate the number of organisms. From Fig. 3-6, Nsg is
approximately 1072 organisms.

2. Determine the dose on a mass basis: Assuming each organism is
a sphere 1 wm in diameter with a specific gravity of 1.1, the mass
corresponding to the Ngq is

_6 3
Mass dose = 1079 [gn (10“20”“> }(1.1)(998 ke/m?) (10° g/kg)

=46 pg

Solution: Part B—Pathogenic Virus Hepatitis A

1. Estimate the number of organisms. From Fig. 3-6, the lower range of
Nsq is approximately two organisms.

2. Determine the dose on a mass basis. Assuming each organism is a
sphere 25nm in diameter with a specific gravity of 1.1, the mass
corresponding to the Nxq is

—6 3
Massdose = 2[‘3‘11 (W) }(1.1)(998 kg/m3)(1o9 ug/kg)

=18x10"1 g

Comment

These are truly low mass doses, especially when a single exposure to this
level of organisms will cause infection in 50 percent of the persons exposed.
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. Asymptomatic Infection ) 75% _ | Asymptomatic infection
(no or very mild symptoms) Infec“%l (no or very mild symptoms)
25%

; idi 85-90%
Mlld lliness Full recovery Mlld illness Full recovery
(mild symptoms) (mild symptoms) ~1-2 months
10-15%
y
Prolonged, recurring illness Prolonged, recurring illness | 96-97% [ F recovery
(severe, prolonged symptoms) [ Full recovery (severe, prolonged symptoms) ™ .4-6 months
l 3-4%
Death Death
(often the result of (often the result of
complications) complications)

(a) (b)

Figure 3-7
Alternative outcomes from pathogenic infection: (a) generalized representation and (b) approximate quantification of
outcomes for pathogen hepatitis A.

Example 3-2 Consequences of a hepatitis A epidemic

Due to a one-time contamination incident, hepatitis A enters into a water
supply serving 10,000 persons at a concentration high enough to result in
infections in 50 percent of the population. Estimate the number of persons for
whom the infection is asymptomatic (no symptoms), the number who become
mildly ill, the number who develop a prolonged illness, the number who
recover from the prolonged illness, and the number who do not survive. Use
the data presented on Fig. 3-7b to make the estimate. Use the upper bound
for the ranges reported on Fig. 3-7b to estimate illness. Finally, what was
the risk of dying from the disease to members of the community exposed?

Solution
1. Number of individuals who get infected:

10,000 x 50% = 5000

2. Number of individuals who are asymptomatic:
5000 x 75% = 3750

3. Number of individuals mildly ill:
5000 x 25% = 1250

4. Number of individuals with prolonged, recurring illness:
1250 x 15% = 188
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5. Number of individuals who do not survive:
188 x 4% =8

6. Risk of dying for members of community:
8/10,000 = 8 x 104

Infection 3750 Asymptomatic Infection
(no or very mild symptoms)

1250
Mild illness 1062 Full recovery
(mild symptoms) ~ 1-2 months
188
Prolonged, recurring illness {180 [ £ recovery
(severe, prolonged symptoms) ~ 4—6 months
8
Death

(often the result of
complications)

MORTALITY RATIO

Pathogens with a high probability of a fatal outcome are particularly impor-
tant. A pathogen’s effectiveness in causing damage to its host is referred to
as virulence. The most common measure of virulence is the mortality ratio,
which is the fraction of the persons who get ill to those who do not survive
the disease. The mortality ratio for several pathogens is displayed on
Fig. 3-8. Among the classic waterborne pathogens, the V. cholerea biotype 01
(Asiatic cholera) had one of the highest mortality ratios. There is evidence
that contemporary strains of cholera (the El Tor and Bengal strains) are
somewhat less virulent due to their dependence on asymptomatic carriers
for transmission (Ewald et al., 1998). The other two organisms with the
highest mortality ratio on Fig. 3-8 are Franciscella tularensis and Bacillus
anthracis, organisms primarily known as agents of biological warfare.

Gastroenteritis is the most important form of waterborne illness. Other
forms are discussed in the following section. Gastroenteritis may be divided
into three classes, as shown in Table 3-2: (1) noninflammatory gastroen-
teritis, (2) inflammatory gastroenteritis, and (3) invasive gastroenteritis.
Noninflammatory gastroenteritis generally results from an organism or
toxin that does not draw an immune response, such as in cases of food
poisoning or from protozoan infections. Food poisoning of this kind can
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Mortality ratio Organism
100% T
Bacillus t‘J/llobt ;fgecg‘;’e rea ;:rlancisqella
i ularensis
anthracis Classic
Salmonella typhi
No antibiotics
10% T

Shigella dysenteriae

Vibrio cholerea Hepatitis A
biotype 01
El Tor & 0139 Bengal
1% T [ | Salmonella typhi
. with antibiotics
Coxsackie B

Coxsackie A | Escherichia coli

Echo virus | | Entamoeba histolytica | |O157:H7

Shigella spp.
Cryptosporidium

J Giardia lamblia | Salmonella spp. ||parvum

| Poliovirus || Adenovirus ||Rotavirus | Norwalk
Figure 3-8

0.1% 1

result from the ingestion of mushrooms or food contaminated with a bacte-
rial toxin, as is the case with Staphylococcus aureus, Bacillus cereus, Clostridium
perfringens, or Clostridium botulinum. These forms of gastroenteritis are not
accompanied by a fever but most result in diarrhea and/or vomiting.

Inflammatory gastroenteritis results in redness, swelling, pain, and a
feeling of heat in affected areas. In these circumstances, the organism may
invade the epithelial layer of the GI tract and sometimes the lymph nodes
but does not venture further. The immune response is designed to address
the organism and its activities but results in no permanent damage to the
host. Inflammatory gastroenteritis is associated with a number of bacteria,
two viruses, and one protozoa. Symptoms include fever, diarrhea, and/or
vomiting and fecal leukocytes (colorless white cells with a nucleus that are
associated with the lymph system and blood).

Invasive gastroenteritis occurs when the organism responsible for the
infection travels beyond the epithelial layer of the GI tract, invading other
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Table 3-2

3 Microbiological Quality of Water

Association of pathogens with different forms of gastroenteritis

Gastroenteritis

Noninflammatory
gastroenteritis

Inflammatory
gastroenteritis

Invasive
gastroenteritis

Symptoms Responsible Organisms

Diarrhea and/or vomiting, no fecal Bacteria: S. aureus,? B. cereus,?

leukocytes, no blood in stool, usually no C. perfringens,? C botulinum?

fever.
Viruses: noroviruses Protozoa: Giardia
lamblia (intestinalis), Cryptosporidium
parvum Algae: Pfiesteria spp.?

Diarrhea and/or vomiting, fecal Bacteria: V. cholerae,?
leukocytes present, usually severe enteropathogenic E. coli (EPEC),
fever, no blood in stool. enteroaggregative E. coli (EAggEC),

Clostridium difficile, Shigella spp.,
enterotoxigenic E. coli (ETEC) Viruses:
rotavirus, caliciviruses? Protozoa:
Entamoeba dispar

Invasion past epithelial layer of Gl tract, Bacteria: Salmonella spp.,

may not have any diarrhea or vomiting, Campylobacter jejuni, enteroinvasive
dysentery may be present (mucus E. coli (EIEC), enterohemorrhagic E.
containing bloody feces), fecal coli (EHEC), Vibrio vulnificus, Yersinia
leukocytes present, fever; may not spp., F. tularensis, B. anthracis,
have any Gl tract problems but instead Helicobacter pylori Viruses: unknown
severe systemic problems. Protozoa: E. histolytica

2These microorganisms grow on food or in the environment and produce toxins that, when ingested, cause gastroenteritis a
few hours later (only Pfiesteria spp. is of concern to drinking water).
bOften cited as not causing a fever.

organs and even the blood system itself. As a result, significant damage
often results when these diseases are allowed to progress too far. Several
bacteria and one protozoa are known to cause invasive gastroenteritis.

Waterborne pathogens include bacteria, viruses, protozoa, and hel-
minths. Some of the more significant of each of these will be discussed in
the following sections.

3-3 Bacteria of Concern in Drinking Water

Bacteria within water supplies are broadly classified into two groups: the
autochthonous group (autochthon is from the Greek word for “‘one sprung
from the land itself’’) and the allochthonous group (allos from the Greek
for ‘“‘other’”). Autochthonous bacteria thrive in natural water supplies,
while allochthonous bacteria do not. Allochthonous bacteria end up in
the water as a result of contamination, runoff, and rainfall. Allochthonous
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bacteria normally have a limited life span in the natural water environment.
Many bacteria of concern from the public health standpoint are classified
as allochthonous. Allochthonous bacteria are more comfortable in the
intestines of warm-blooded animals, and their presence in water is indicative
of wastewater or fecal contamination. Outside of the warm, nutritionally
rich environment of a human or animal gut, they die off rapidly. However,
bacterial die-off is not an all or none response, so the rates of die-off and
the initial bacterial concentrations in contaminated water are of interest.

Bacterial disease has always maintained a high profile where public
health and water supply are concerned, and the situation is likely to remain
that way for the foreseeable future. To provide some structure to the
discussion of various bacterial pathogens, the bacteria have been divided
into several broad categories. Classic waterborne pathogens, those that
have plagued humans since the early understanding of waterborne illness
such as cholera and typhoid fever are discussed first. Modern waterborne
pathogens are those that have been the focus of health professional
in more recent years. Pathogens that have been implicated in recent
outbreaks but about which less is known, are considered to be pathogens
of emerging concern. A final category of interest are pathogens that might
be used to sabotage water systems.

Classic waterborne pathogens are those that have been associated with
drinking water since the early development of water treatment practices.
Cholera and typhoid fever are acute epidemic diseases that can, when
transmitted via the water supply, infect a significant fraction of the
community overnight. Typhoid fever is caused by S. typhi, a bacteria of
the Salmonella genus. These and a variety of historic bacteria of interest in
drinking water are characterized in Table 3-3. Characteristics of bacteria,
the symptoms of the diseases they cause, and their relevance to water
treatment are discussed below.

VIBRIO CHOLERAE

Vibrio organisms are facultative anaerobic bacteria that are metabolically
similar to Enterobacteriaceae and are one of the most common organisms in
surface waters. Vibrio cholerae is the most ferocious of waterborne infectious
pathogens because it is noninvasive and attacks the small intestine through
secretion of an enterotoxin. The original classic V. cholerae (serotype 01) of
the nineteenth centuryis thought to have been indigenous in India for many
centuries. People exposed to this classic V. cholerae experienced explosive
diarrhea and vomiting without fever. These initial symptoms usually occur 2
to 3 days or less after exposure. If left untreated, an infected individual with
severe symptoms experiences dehydration, abnormally low blood pressure
and temperature, muscle cramps, shock, coma, and eventually death. Often
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Figure 3-9

Geographical development of the first
10 years of the seventh cholera 9

pandemic.

3 Microbiological Quality of Water

these symptoms occur in less than 18 h. Untreated cholera frequently
results in death for 50 to 60 percent of those infected.

Vibrio cholerae’s rapid impact on its victims results from the activity of the
cholera enterotoxin, which activates an enzyme in the intestinal cells, caus-
ing them to extract water and electrolytes from blood and tissue and move it
into the intestine. The watery diarrhea that results is speckled with flakes of
mucus and epithelial cells and contains enormous numbers of V. cholerae.
Because of its grainy appearance, it is referred to as a ‘‘rice-water stool.”

In 1817, V. cholerae moved beyond India, causing epidemics in several
other countries. Thus began the first of six pandemics, starting in the nine-
teenth century and continuing into the first two decades of the twentieth
century. During these pandemics, the disease moved around the world
killing hundreds of thousands of people in each series of events. The last
of these six classic epidemics was arrested in 1923. Between 1923 and 1960,
it was believed that cholera would not return in pandemic form because
water supplies had been improved worldwide.

Then in 1961 a new biotype of the classic serotype of V. cholerae (V.
cholerae 01 also known as El Tor) emerged, producing a major epidemic
in the Philippines and initiating a seventh pandemic. EI Tor is now active
on six continents (Ewald et al., 1998). The early development of this new
pandemic is shown on the map on Fig. 3-9.

The evolutionary biologist Paul Ewald (Ewald et al., 1998) argues that,
when faced with changes in their environment (such as better water
treatment), pathogens will evolve to regain their survival advantage. There
are three characteristics that El Tor has developed that allow it to succeed
in this new environment: (1) a higher fraction of infections result in
asymptomatic carriers (99.7 to 99 percent for El Tor vs. 50 to 75 percent
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for classic cholera), (2) alonger period of shedding, and (3) better survival
outside the gut. Ewald argues that El Tor is largely successful where the
classic cholera is not because it is a fundamentally milder disease with a
much larger fraction of asymptomatic infections allowing for transmission of
the disease by means other than water contamination (Ewald et al., 1998).
Between 1969 and 1974, El Tor replaced the classic strains of endemic
cholera originating from the Ganges River Delta of India. There were more
than one million cases of El Tor in the Western Hemisphere in 1994.

In December 1992, a large epidemic of cholera began in Bangladesh,
and large numbers of people have been infected. The organism has been
characterized as V. cholerae serotype O139 ““Bengal.” Itis derived genetically
from the El Tor pandemic strain, but it has changed its antigenic structure
such that there is no existing immunity and all ages, even in endemic areas,
are susceptible. The epidemic has continued to spread and Bengal has
affected at least 11 countries in southern Asia. The emergence of this new
strain illustrates the ability of this organism to evolve, as it must to succeed
in a changing environment.

SALMONELLA SPP.
Salmonella bacteria are rod shaped, motile, non—-spore-forming, and gram-
negative bacteria (S. gallinarum and S. pullorum are not motile). There is
a widespread occurrence of nontyphi Salmonella in animals, especially in
poultry and swine. Several species of Salmonella cause gastrointestinal illness,
but, of these, S. {yphi, which causes typhoid fever, is the most notorious.
Evidence suggests that typhoid fever has been with humankind from the
beginning—so long that part of the population has developed resistance
to the disease’s most damaging effects. A Roman physician, Antonius Musa,
achieved fame 2000 years ago by treating Emperor Augustus with cold
baths when he fell ill with typhoid. It was Dr. William Budd who, in 1856,
first demonstrated that typhoid could be waterborne and Karl Eberth who
isolated the organism responsible for the disease from the organs of its
victims. The incubation period for typhoid fever is usually 10 to 14 days.
Early symptoms are fever [the temperature rises to 39 to 40°C (103 to
104°F)], headaches, malaise, and abdominal pain. Diarrhea is common,
but many patients experience constipation. As the disease advances, S.
typhi invades the GI cells and infects the bloodstream (many individuals of
European descent have a genetic trait that interferes with the organism’s
effort to conduct this invasion). The bacteria then concentrate in the lymph
nodes, the liver, the spleen, and the gall bladder. The bacteria often show
up on the surface of the skin concentrated in ‘“‘rose spots,”” approximately
a dozen dark red spots on the abdomen and chest about 1 mm in diameter.
Asymptomatic carriers are common and have been known to shed S. typhi
from their gall bladder for years. Typhoid Mary, the infamous food handler
and restaurant worker who infected hundreds if not thousands of patrons
in New York City, was a notable example of this malady. Other species of
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Salmonella have similar but less severe effects. Probably the most well known
Salmonella spp. causing an enteric fever similar to S. typhi is S. paratyphi
(paratyphoid fever). Other Salmonella species cause acute gastroenteritis
without fever, which occurs within a few days of exposure and usually lasts
several days to a week. Until 1948, when the antibiotic chloramphenicol
was introduced, little could be offered to typhoid victims but supportive
care. Without antibiotics the mortality rate can be as high as 15 percent.
Through the use of antibiotics the mortality rate can be reduced to about
1 percent, but only if recognized and treated early in the infection.

It is important to understand that, in the long term, antibiotics are
no substitute for good sanitation. In countries with poor sanitation, drug
resistance to Salmonella began to emerge in the 1970s, and by the late 1970s
the rate of drug resistance among strains of Salmonella had reached 75
percent in Vietnam, for example. By comparison, the resistance in indus-
trialized countries was on the order of 5 percent. Drug resistance among
strains of enteric pathogens continues to be a problem in countries with
poor sanitation (Isenbarger et al., 2002). Once again, these observations
are consistent with the theories of evolutionary biology. In environments
where pathogens have easy access to victims and constant exposure to drug
therapy, they can afford the less efficient metabolic machinery required for
drug resistance (Ewald et al., 1998). Good water treatment is an essential
element of controlling this family of pathogens. Sanitary practices provide
effective intervention, making the drug therapies more effective.

SHIGELLA SPP.

Shigella spp. organisms are gram-negative, nonmotile, non—spore-forming,
rod-shaped bacteria (bacilli). Some of the more important species are
Shigella dysenteriae, S. sonnei, S. boydii, and S. flexneri. Shigella is named after
the Japanese scientist, Kiyoshi Shiga, who identified the organisms in 1897.
The species S. dysenteriae is responsible for bacillary dysentery, a disease
often associated with crowded, unsanitary conditions. Other species of
Shigella usually produce milder forms of diarrheal disease. Most people
who are infected with Shigella develop diarrhea, fever, and stomach cramps
starting a day or two after exposure. The diarrhea is often bloody, the
distinguishing characteristic of dysentery. Shigella dysenteriae is the only
cause of epidemic bacterial dysentery.

Shigella, like Salmonella and E. coli, is a member of the family Enterobac-
teriaceae. Shigella differs from other members of that family by having genes
in alarge “‘virulence’” plasmid that codes for epithelial cell invasion and the
formation of enterotoxins. In contrast to S. flexneri, S. sonnei, and S. boydit,
S. dysenteriae can also cause cell death by the production of Shiga toxin.

Shigella spp. organisms are primarily human pathogens, although they
can be found in some primates such as monkeys and chimpanzees but
rarely occur in other animals. Shigella normally affects the distal ileum or
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colon and is usually confined to the mucosa, but it can spread through the
intestinal wall and lead to perforation. The disease is caused when virulent
Shigella organisms attach to and penetrate epithelial cells of the intestinal
mucosa. After invasion, they multiply by spreading from one epithelial cell
to the next, resulting in tissue destruction. Unlike Salmonella, Shigella is acid
tolerant. As a consequence, gastric acidity provides little protection against
infection. Effective natural defenses include the normal flora, secretory
immunoglobulin A (antibodies found in the saliva, sweat, and tears), and
phagocytes. In contrast to the invasive S. {yphi, Shigella rarely invades beyond
the intestinal mucosa or local lymph nodes.

Contamination is usually through the fecal-oral route. Fecally contami-
nated water and unsanitary practices of food handlers are the most common
causes of this contamination. The most commonly associated foods are sal-
ads (potato, tuna, shrimp, macaroni, and chicken), raw vegetables, milk
and dairy products, and poultry. The milder forms of Shigella spp. infections
are also spread in childcare centers in developed countries.

Shigella dysenteriae has caused epidemics of dysentery throughout the
world. Shigella dysenteriae, S. flexneri, and S. boydii are the species most
commonly found in developing countries. Shigella sonnei is more common
in developed countries, and in these countries S. dysenteriae is quite rare.
Shigella dysenteriae caused a 4-year epidemic in Central America beginning
in 1968 that resulted in an estimated 500,000 cases and 20,000 deaths.
No epidemics have occurred in the region since then, but S. dysenteriea
continues to occur sporadically in the Western Hemisphere. Shigella dysen-
teriae also spread down the African continent as a major pandemic. It was
first reported in eastern Zaire in 1981 and since then has been reported
in Rwanda, Burundi, and Tanzania. It was first identified in the province
of KwaZulu-Natal, South Africa, in March 1994 and simultaneously noted
in the northern part of South Africa. Since then it has spread throughout
sub-Saharan Africa. An estimated 300,000 cases of shigellosis occur annually
in the United States, but these are largely infections of S. sonnei and some
S. flexneri, both spread by food and oral sex. Worldwide, it is estimated
that Shigella spp. organisms are the cause of more than 600,000 deaths
annually.

As with Salmonella, drinking water treatment and sanitation play a major
role in the ecology of Shigella in two ways. In countries with poor sanitation,
pandemics of the most harmful species, S. dysenteriea, occur beyond control,
whereas in more developed countries milder species such as S. sonne:
dominate. Another related observation is the development of resistance to
antibiotics among Shigella spp. in countries with poor sanitation. Shigella
dysenteriea has shown that it can quickly develop antibiotic resistance.
In a country with poor sanitation, antibiotics are often effective against
S. dysenteriea for only 1 or 2 years after being introduced; resistance has
even been observed to develop during the course of a single epidemic.
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The classical bacterial pathogens in the preceding discussion have been
associated with waterborne disease for the public health community for
some time. In recent years, progress in science has brought new waterborne
bacterial pathogens to the forefront. Bacterial pathogens that have been
shown to cause waterborne disease in recent years are summarized in
Table 3-4. Most of these bacteria cause a form of diarrhea, and none
presents a threat to community comparable to the cholera epidemics 100
years ago; however, they do sometimes have serious health consequences.
Any serious diarrhea can be life threatening to some members of the
population, especially in a poor country, and some invasive forms of these
diseases have other important health consequences as well.

PATHOGENIC E. COLI

The largest group of bacteria discussed in Table 3-4 is the pathogenic E. coli.
Escherichia coli belongs to the family Enterobacteriaceae and is almost invari-
ably enteric. Escherichia coli is a facultative anaerobe, gram-negative rod that
lives in the intestinal tracts of warm-blooded animals. A number of genera
in Enterobacteriaceae are human intestinal pathogens (e.g., Salmonella,
Shigella, and Yersinia). Several others are normal inhabitants of the human
gastrointestinal tract (e.g., Escherichia, Enterobacter, and Klebsiella) , but these
bacteria may be associated with disease if they harbor virulence factors that
make them capable of causing a disease.

Escherichia coli colonizes the GI tract of warm-blooded animals during
the first few days after birth. The human bowel usually shows evidence of
colonization in less than 4 days. Escherichia coli can adhere to the intestine
or to the mucus overlying it. Once a strain of E. coli resides in an animal’s
colon, it remains there, undisturbed for weeks, months, or even years until
disturbed by an enteric infection or antimicrobial drugs. Normally, E. coli
serves a useful function in the body by suppressing the growth of harmful
bacterial species and by synthesizing appreciable amounts of vitamins. The
entire DNA sequence of the E. coli genome has been determined for two
strains of this bacterial species and is available to the public.

While there is wide agreement that certain varieties of E. coli are
pathogenic and that these play an important role in waterborne disease,
information on these organisms continues to develop and, consequently,
their classification is evolving as well. The most widely recognized groupings
are the enterotoxigenic E. coli (ETEC), enteroinvasive E. coli (EIEC), and
enterohemorrhagic E. coli (EHEC). The EHEC group consists of the well-
known bacteria E. coli O157:H7. Newer but less widely accepted groupings
are the enteropathogenic E. coli (EPEC) and the enteroaggregative E. coli
(EaggEC). These organisms are implicated in waterborne disease outbreaks,
and all of them have unique methods for adhering to the mucus and/or
wall of the intestines of warm-blooded animals. Exactly how they adhere is
related to their pathogenic nature, which is determined by which virulence
genes they possess.
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Both ETEC and EPEC are thought to be a major cause of endemic and
traveler’s diarrhea in underdeveloped countries. Both result in abdominal
cramps and a watery diarrhea. Enterotoxigenic E. coli does so through the
generation of toxins that lead to secretion without invading the epithelial
wall and hence causes only low-grade fever. Enteropathogenic E. coli causes
abdominal discomfort through the production of a ‘“‘Shiga-like’ toxin,
but also by invading the epithelial wall. Its invasive character results in
significant inflammation and fever.

Enteroinvasive E. coli does not produce toxins, but it does adhere to
the colon wall and then penetrates and grows in the epithelial cells of the
colon. The result is severe inflammation, fever, and bacillary dysentery,
much like the symptoms of S. dysenteriae. The disease is also found in the
same conditions of poor sanitation associated with Shigella. In many genetic
and physiological respects, S. dysenteriae and EIEC are very similar bacteria.

Enteroaggregative L. coli is not as well studied as some of the others.
The distinguishing feature of EaggEC is its ability to attach to tissue culture
cells in an aggregative manner. Enteroaggregative L. coli is associated with
persistent diarrhea in young children and immunocompromised patients.
Like ETEC, EaggEC adheres to the intestinal mucosa and causes watery
diarrhea without inflammation or fever. The role of EaggEC strains in
human disease is less clear than the other pathogenic E. coli discussed in
this section.

Enterohemorrhagic E. coli, of which E. coli O157:H7 (the “‘O”’ is a letter)
is a main member, is a unique variety of E. coli that produces a Shiga-like
toxin (verotoxin) that is closely related or identical to the toxin produced
by S. dysenteriae. As a result, infection with EHEC produces hemorrhagic
colitis, an illness characterized by severe cramping and diarrhea that is
initially watery but becomes bloody, occasionally vomiting, and fever that is
either low grade or absent. The illness is usually self-limited and lasts for an
average of 8 days. Some victims develop hemolytic uremic syndrome (HUS),
a rare condition affecting mostly children, characterized by destruction of
red blood cells, damage to the lining of blood vessel walls, and in 10 percent
of the cases kidney failure. It is uniquely but not exclusively connected to .
coli O157:H7. In the elderly, thrombotic thrombocytopenic purpura (TTP)
can occur (HUS plus high fever and neurological symptoms), and under
these conditions, TTP can have a mortality rate as high as 50 percent.

Enterohemorrhagic E. coli was identified as the cause of a significant
waterborne outbreak in Walkerton, Ontario, in May and June 2000. The
incident was caused by contamination of a well in the local water sys-
tem by EHEC, and C. jejuni contained in manure leached into the well
from a nearby farm. The EHEC was found in the manure on the farm,
in the water distribution system, and in the stools of infected patients
(Bruce—Grey—Owen Sound Health Unit, 2000). During the outbreak, esti-
mates are that more than 2300 persons were ill, as shown graphically on
Fig. 3-10. Of the 1346 cases that were reported, 1304 (97 percent) were
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considered to be directly due to the drinking water. Based on stool samples,
about an equal number were infected with E. coli O157:H7 and C. jejuni.
Sixty-five persons were hospitalized, 27 developed HUS, and 6 died.

CAMPYLOBACTER JEJUNI

Campylobacter jejuni is a gram-negative, slender, curved, and motile rod-
shaped bacterium. Cell motility is achieved through polar flagella that
emanate from a spiral-shaped bacterium. The unique shape of the cell and
flagella are helpful in Gram stain identification. Campylobacter jejuni prefers
conditions with reduced levels of oxygen (microaerophilic conditions).

Campylobacter is found in natural water sources throughout the year. The
presence of Campylobacter is not clearly correlated with indicator organisms
for fecal contamination (i.e., . ¢oli). The organism survives substantially
better in a cold environment. It has been reported that, when stressed,
Campylobacter enters a ‘‘viable but nonculturable state”” but can still be
transmitted to animals.

Campylobacter has been known a long time, but its significance to public
health has changed over time. As early as 1886, Escherich observed organ-
isms resembling campylobacters in stool samples of children with diarrhea.
In 1913, McFaydean and Stockman identified Campylobacter (called related
Vibrio) in fetal tissues of aborted sheep. In 1957 King described the isolation
of related Vibrio from blood samples of children with diarrhea, and in 1972
clinical microbiologists in Belgium first isolated Campylobacter from stool
samples of patients with diarrhea (Kist, 1985).
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Figure 3-10

Number of illness cases
reported during
Walkerton, Ontario,
disease outbreak of
2000. (Data from
Bruce—Grey—Owen
Sound Health Unit,
2000.)
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Figure 3-11

Cases of foodborne
gastroenteritis in the
United States in 1996.
(Adapted from Altekruse
etal., 1999.)
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The development of selective growth media in the 1970s permitted
more laboratories to test stool specimens for Campylobacter. Soon, Campy-
lobacter spp. was established as a common human pathogen. Campylobacter
jejuni infections are now the leading cause of bacterial gastroenteritis
reported in the United States (Blaser et al., 1983). In 1996, 46 percent
of laboratory-confirmed cases of bacterial gastroenteritis reported in the
Centers for Disease Control and Prevention (CDC)/U.S. Department of
Agriculture/Food and Drug Administration Collaborating Sites Foodborne
Disease Active Surveillance Network were caused by Campylobacter species.
Campylobacteriosis was followed in prevalence by salmonellosis (28 per-
cent), shigellosis (17 percent), and E. coli O157:H7 infection (5 percent),
as shown on Fig. 3-11.

Campylobacter jejuni is commonly present in the GI tract of healthy cattle,
pigs, chickens, turkeys, ducks, and geese and may occasionally be isolated
from streams, lakes, and ponds. The closely related species Campylobacter
coli and Campylobacter upsaliensis may also cause disease in humans.

Typical symptoms of C. jejuni illness include severe abdominal pain,
diarrhea, fever, nausea, headache, and muscle pain. A majority of cases
are mild and do not require hospitalization or treatment with antibiotics;
however, C. jejuniinfection can be severe. The disease is rarely fatal, less than
1 death per 1000 cases. Children under the age of 5 and young adults aged
15 to 29 are the age groups most frequently affected. The incubation period
is typically 2 to 5 days, but onset times of up to 11 days have been reported.
The illness usually lasts about 1 week, with severe cases persisting for up to 3
weeks. However, Campylobacter infection may be followed by Guillain—Barré
syndrome (GBS), a rare but serious form of neuromuscular paralysis in a
small proportion of cases. Many of those suffering from GBS have antibodies
to Campylobacter, indicating a recent infection. Campylobacter has also been
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isolated from the stools of patients stricken with GBS. Although not everyone
who is infected with Campylobacter will develop GBS, the association between
Campylobacter and GBS makes this bacterium more significant.

Infections caused by strains of C. jejuni that are resistant to antibi-
otics make clinical management more difficult. Antibiotic resistance can
compromise treatment of patients with bacteremia. Once again, antibiotic
resistance of C. jejuni fits Ewald’s theory of microbial evolution (Ewald etal.,
1998). Resistance is highest in the developing world, where sanitation is
poor, the bacteria have easy access to their hosts, and the use of antibiotics
is the principal means employed to address disease. A 1994 study found that
most clinical isolates of C. jejuni from U.S. troops in Thailand were resistant,
even to ciprofloxacin, which is one of the antibiotics considered a last line of
defense. Additionally, nearly one-third of isolates from U.S. troops located
in Hat Yai were resistant to azithromycin (Murphy et al., 1996). Evidence
also demonstrates that fluoroquinolone-susceptible C. jejuni becomes drug
resistant in chickens receiving drug therapy.

HELICOBACTER PYLORI

Helicobacter pylori is a spiral-shaped, gram-negative rod approximately 0.5 x
3.0 wm in size, with sheathed flagella attached to one pole that allow for
motility. Helicobacter pylori is linked to GI disease in humans. It was first
identified in Australia by Dr. Barry Marshall in 1983 as a potential cause of
peptic ulcers. Helicobacter pylori lives in the stomach and duodenum (section
of intestine just below the stomach). Today it is understood to be the most
common cause of gastritis in humans.

Helicobacter pylori makes its home in the mucous lining of the stomach,
using its flagella and spiral shape to drill through the mucous layer in
the stomach. Helicobacter pylori produces adhesions that bind to membrane-
associated lipids and carbohydrates. The adherence of H. pylori to plasma
membranes of surface epithelial cells has been shown using electron
microscopy. Helicobacter pylori protects itself from the stomach’s acidity
by releasing the enzyme urease, which converts the urea in the stomach
to bicarbonate and ammonia, creating a pH-neutral microenvironment
around the cell, a benefit to the spiral bacteria but not the epithelial cells
to which it is attached.

The organism’s location against the stomach lining also leads to isola-
tion from the immune system, which cannot penetrate the lining itself.
Nevertheless the immune system can sense the presence of H. pylori and,
over time, tries to respond. The immune response results in the develop-
ment of a peptic ulcer. Greater than 90 percent of duodenal ulcer patients
are infected with H. pylori. Ulcer patients without H. pylori infection are
typically those who have taken nonsteroid anti-inflammatory drugs, such
as aspirin and ibuprofen, which can commonly cause ulcers. Eradication
of the bacterium from a person greatly reduces the recurrence of ulcers.
There is also a strong correlation with H. pylori, peptic ulcers, and stomach
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cancer. It is estimated that H. pylori infection increases the risk of gastric
cancer sixfold.

Helicobacter pylori is believed to be transmitted orally by means of fecal
matter through the ingestion of waste-tainted food and/or water. As aresult,
the organism is considered a potential waterborne pathogen. Although the
actual mode of transmission has not been proven, the ability to culture
the bacterium from stool is supporting evidence for a fecal-oral mode of
transmission, hence its consideration as a potential waterborne pathogen.
Drug therapies are available to eliminate the infection.

YERSINIA ENTEROCOLITICA

Yersinia pestis was the cause of the plague, but that disease was transmitted
by fleas, not by contaminated water. Its relative, Y. enterocolitica, also a
small rod-shaped, gram-negative bacterium, is often isolated from clinical
specimens such as wounds, feces, sputum, and lymph nodes near the GI
tract. However, it is not part of the normal human flora. Another cousin,
Yersinia pseudotuberculosis, has been isolated from the diseased appendix of
humans. Both Y. pseudotuberculosis and Y. entercolitica are associated with
diseases of the GI tract, but only Y. entercolitica has been connected with
ingestion of contaminated water. Yersinia enterocolitica can be identified
through its ability to grow in cold temperatures and its motility at room
temperature. Yersinia enterocolitica is also most comfortable at neutral to
alkaline pH. As a result, the use of antacids is contraindicated.

Yersinia enterocolitica is an invasive pathogen that can penetrate the
intestinal lining and enter the lymph nodes, causing a systemic infection.
Yersinia entercolitica causes intestinal inflammation called yersiniosis via the
release of enterotoxins that can cause severe pain similar to that found in
patients with appendicitis.

Fever and abdominal pain are the hallmark symptoms of Y. enter
colitica infections. Four syndromes are also associated with Y. enferco-
litica: (1) enterocolitis—diarrhea, low-grade fever, abdominal cramps;
(2) pseudoappendicitis—pain in the same area as the appendix along with
leukocytosis; (3) extraintestinal focal infection—infections in the urinary
tract, pneumonia, pharyngitis, and so on; and (4) bacteremia—entrance
of organisms into the bloodstream. Entercolitis is common in young chil-
dren, pseudoappendicitis in young adults, and bacteremia in diabetics,
alcoholics, and others with compromised conditions. Most infections are
uncomplicated and resolve completely. Occasionally, some persons develop
joint pain, most commonly in the knees, ankles, or wrists. These joint pains
usually develop about 1 month after the initial episode of diarrhea and
generally resolve after 1 to 6 months. A skin rash called erythema nodosum
may also appear on the legs and trunk. Yersinia enterocolitica has been associ-
ated with reactive arthritis, which may occur even in the absence of obvious
symptoms. The frequency of such postenteritis arthritic conditions is about
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2 to 3 percent. Nevertheless, infections of Y. enterocolitica are relatively rare,
and the organism is an infrequent cause of diarrhea and abdominal pain.

The Y. enterocolitica strains that cause human illness also reside in pigs, but
other strains are found in other animals, including rodents, rabbits, sheep,
cattle, horses, dogs, and cats. In pigs, the bacteria are most likely to be found
on the tonsils. Yersinia enterocolitica has been detected in environmental and
food sources, such as ponds, lakes, meats, ice cream, and milk. Isolates
from environmental samples are not always pathogenic. Poor sanitation
and improper techniques by food handlers, including improper storage,
cannot be overlooked as contributing to food contamination.

A number of pathogens have emerged in recent years that are of concern
in drinking water because they are transmitted by the fecal-oral route or
have been implicated in recent waterborne outbreaks. Some of these are
opportunistic pathogens that grow and thrive in natural waters and in the
soil environment. Four of the more significant emerging pathogens are
shown in Table 3-5.

LEGIONELLA PNEUMOPHILA

Legionella pnewmophila is a motile, rod-shaped, gram-negative, aerobic
bacterium—a ‘‘facultative parasite.” In 1976 it was discovered as the
cause of a mysterious pneumonia-like disease among a group of elderly
men attending an American Legion Convention in Philadelphia, Pennsyl-
vania (hence the name). Legionella does not grow well in the laboratory
with typical culture methods. Special media and pretreatment methods are
required for its cultivation. Legionella has many species and serogroups. The
strain responsible for Legionnaire’s disease is L. pneumophila serogroup 1,
or the Pontiac strain.

Legionella thrives in warm aquatic environments with rust, algae, and
organic particles. It has been known to survive in tap water at room tem-
perature for over a year. Legionella prefers to grow inside other organisms;
for example, L. pnewmophila has been associated with protozoa, Hartmanella
vermiformis, Tetralymena thermophila, and Acanthamoeba castellani. Legionella
grows inside these amoebae and multiplies intracellularly using the ameoba
as a resource for reproduction.

Legionella bacteria are transmitted to humans via aerosols, such as those
generated by air-conditioning cooling towers. Successful transportis favored
by a high relative humidity because it enables them to survive while airborne.

The most susceptible hosts are elderly men, smokers, and persons with
suppressed immune systems (diabetics, HIV patients, organ transplant
recipients, alcoholics, kidney patients, patients on steroids for allergy
control, etc.).

Infection begins with the inhalation of L. prneumophila. In the lung, the
L. pneumophila comes in contact with alveolar macrophage. The probability
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of success in this venture increases with the dose and decreases with the
competence of the host immune system. At this point, the macrophage
takes the bacteria into a food vacuole inside the cell where L. pneumophila
takes over, directing processes in the macrophage to produce more of its
own kind (L. pnewmophila), eventually lysing the cell and moving on to
others. Legionella pnewmophila’s ability to succeed in this mission depends
on a number of special properties the organism has developed that allow
it to move into a host cell, take over, reproduce itself, and then lyse the
cell and seek other targets. As this process goes forward, it results in lung
damage in a number of complicated ways.

Infection by L. pneumophila results mainly in Legionnaire’s disease.
However, some strains have also been known to manifest a disorder called
Pontiac fever, a mild infection with influenza-like symptoms. Incidents of
Legionnaire’s disease have increased over the past decade, partly because of
better diagnosis and partly because there are more environments that favor
its occurrence. The first symptoms of Legionnaire’s disease occur between
2 and 10 days, typically 5 or 6 days, postinfection. The primary indication is
pneumonia; however, anorexia, malaise, sore muscles, and headaches are
some early indicators. The majority of patients that develop Legionnaire’s
disease eventually become delirious. The major effect of Legionnaire’s
disease is respiratory failure. Other complications are acute renal failure,
hypotension, and shock. Fifteen percent of hospitalized cases are terminal.

It might seem that keeping L. pneumophila out of water distribution sys-
tems would be an effective method of preventing the spread of this disease.
In this regard, the current practice of maintaining a distribution system
residual is helpful. Chlorine residual minimizes the spread of the organism
through showerheads and similar home equipment, but keeping a residual
in the distribution system is not enough. Incidences of L. pneumophila infec-
tion are generally associated with exposure to air-conditioning equipment,
institutional hot-water supplies, and other hot-water environments that, by
design, create conditions that are ideal for L. pneumophila development.
Moreover, there are plenty of opportunities for equipment of this kind to
getits L. pneumophila seed directly from the air supply. Taking special care
in the design and operation of this kind of equipment so that the growth of
L. pneumophila can be avoided is more likely to have a material impact. For
example, regular use of oxidizing disinfectants could prevent the formation
of heavy slime layers that support L. pneumophila, and the use of materials
thatdo not corrode and that minimize access to nutrients can also be of help.

AEROMONAS HYDROPHILIA

Aeromonas hydrophilia and other Aeromonas species are straight, gram-
negative, motile, non—spore-forming, facultatively anaerobic rods or coc-
cobacilli. They appear singly and are motile with a single polar flagellum.
The organisms are heat sensitive, being easily destroyed by pasteurization
or equivalent heat processes.
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Aeromonas causes illness through the use of a number of virulence factors,
including heat-sensitive enterotoxins. The enterotoxin A. hydrophilia pro-
duces an effect similar to cholera toxin. Some other Aeromonas spp. strains
also produce cytotoxins. As a result, patients infected with A. hydrophilia
sometimes have watery diarrhea similar to that caused by V. cholera,
although, on occasion, the diarrhea may contain mucus and blood. In addi-
tion to diarrheal illness, Aeromonas spp. has been associated with a number
of severe and persistent infections, with symptoms varying depending on
the site of infection. Severe inflammation is a common complaint.

Aeromonas hydrophilia has long been recognized as an opportunistic
pathogen in immunocompromised hosts (patients on drug therapy, elderly,
young). The illness can be severe, especially in the immunocompromised.
Its connection with disease in normal hosts is more recent, and although
A. hydrophilia has been associated with some chronic disease, it is not
yet clear how significant A. hydrophilia is among the various causes of
gastroenteritis.

Aeromonas spp. organisms are water loving and inhabit fresh or seawater.
They are widely distributed in nature, but water is their main reservoir
or source. They can be found in sinks, taps, or drainpipes. Aeromonas
spp. is easily found in source water and also has been found in treated
drinking water. There is evidence that Aeromonas is present in biofilms
in water distribution systems. Aeromonas hydrophilia is found widely in
fresh and brackish waters and may be present in the stools of healthy
individuals. Aeromonas hydrophilia is usually transmitted through drinking
contaminated water but may also be transmitted in foods that are in contact
with contaminated water.

MYCOBACTERIUM AVIUM COMPLEX

Mycobacterium avium complex (M. avium and M. intracellulare) is an acid-
fast, rod-shaped, aerobic, non-spore-forming, nonmotile family of bacilli.
Mycobacterium avium complex (MAC) is also sometimes called MAI, which
stands for M. avium intracellulare. These organisms are ubiquitous in soil,
food, and water. Mycobacterium avium complex colonizes water systems as
well, although it is found at much higher levels in soil (LeChevallier et al.,
1991).

Mycobacterium avium complex organisms are opportunistic pathogens. In
healthy individuals, when MAC causes infection, it usually causes attacks in
the respiratory tract. For immunocompromised individuals, MAC is a seri-
ous bacterial infection related to tuberculosis. Symptoms can include weight
loss, fevers, chills, night sweats, swollen glands, abdominal pains, diarrhea,
and overall weakness. In these patients, MAC usually affects the intestines
and inner organs first, causing liver test results to be high and swelling
and inflammation to occur. Frequently with these patients, MAC infections
also become disseminated. When this occurs, almost any organ system can
be involved, especially those with many mononuclear phagocytes (e.g., the
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liver, spleen, and bone marrow). Signs and symptoms of disseminated MAC
are generally nonspecific, such as fever, night sweats, weight loss, weakness,
and anorexia. Diarrhea, malabsorption, and abdominal pain may indicate
GI involvement; enlargement of the liver and spleen is common. The exact
nature of the transmission of the disease is not well established, but because
GI infection is often present, introduction through food or drink must be
considered.

Members of the MAC are able to grow in water samples without any addi-
tional substrate and are resistant to chlorination. They can also grow over
a wide range of temperatures and salinities. The cell walls of these bacteria
contain high levels of lipid (waxy) material; hence they are hydrophobic
and find it easy to colonize the wet surfaces in water systems (LeChevallier
etal., 1991).

Some connections with water supply have also been more directly impli-
cated. Mycobacterium avium strains were found in water samples (e.g., ice
machines, faucets, toilets, sinks) taken from patient care sites in some
Boston area hospitals. These isolates were serologically similar to clinical
isolates at those same patient care sites (DuMoulin and Stottmeier, 1986).
In Los Angeles, M. avium strains from infected patients were shown to be
genetically related to isolates recovered from patients exposed to the water
through drinking or bathing (Glover et al., 1994; Von Reyn et al., 1994).
An epidemiological study of 290 HIV patients in San Francisco found M.
avium complex in 4 of 528 water samples, 1 of 397 food samples, and 55 of
157 soil samples taken from potted plants (Yajko et al., 1995).

PSEUDOMONAS AERUGINOSA

Pseudomonas aeruginosa is a gram-negative, aerobic rod belonging to the
bacterial family Pseudomonadaceae. Pseudomonas aeruginosa is also motile
by means of a single polar flagellum. In fact, Pseudomonas is one of the
most vigorous, fast-swimming bacteria seen in hay infusions and pond water
samples. Pseudomonas aeruginosa can live in a sessile biofilm form or in
a planktonic form as a free-swimming cell. Pseudomonas can usually be
found in soil and water, showing up regularly on the surfaces of plants
and occasionally on the surfaces of animals. Pseudomonas is better known to
microbiologists as pathogens of plants rather than animals.

Pseudomonas aeruginosa is the epitome of an opportunistic human
pathogen. The bacterium almost always infects tissue that has been
compromised; however, there is hardly any tissue that it cannot infect once
a compromise has taken place.

Pseudomonas aeruginosa typically produces three colony types; isolates
from soil or water usually produce a small, rough colony. Clinical samples
yield one of two smooth colony types. One type has an elevated fried-
egg appearance, with large, smooth, flat edges. The other type has a
mucoid appearance characteristic of urinary tract infections, and its shape
is attributed to the production of alginate slime. The smooth and mucoid
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colonies are presumed to be due to factors that play a role in colonization
and virulence.

Pseudomonas aeruginosa is primarily a pathogen acquired during hospi-
talization. According to the CDC, the overall incidence of P. aeruginosa
infections in U.S. hospitals averages about 0.4 percent, and the bacterium
is the fourth most commonly isolated nosocomial pathogen (a pathogen
acquired during hospitalization), accounting for 10 percent of all hospital-
acquired infections. For an opportunistic pathogen such as P. aeruginosa,
the disease process begins with some alteration or circumvention of normal
host defenses. The pathogenesis of Pseudomonas infections is multifactorial,
as suggested by the number and wide array of virulence determinants pos-
sessed by the bacterium. Multiple and diverse determinants of virulence
are, in part, responsible for the wide range of diseases it causes. Most
Pseudomonas infections are both invasive and toxinogenic.

The ultimate Pseudomonas infection may be seen as composed of three
distinctstages: (1) bacterial attachment and colonization, (2) local invasion,
and (3) disseminated systemic disease. However, the disease process may
stop at any stage. Particular bacterial determinants of virulence mediate
each of these stages and are ultimately responsible for the characteristic
syndromes that accompany the disease.

The fimbriae of Pseudomonas (the small hairlike protrusions surrounding
the cell) adhere to the epithelial cells of the upper respiratory tract and, by
inference, to other epithelial cells as well. These adhesions appear to bind to
specific receptors on epithelial cells. Colonization of the respiratory tract by
Pseudomonas requires fimbrial adherence and may be aided by production
of a protease enzyme that degrades fibronectin to expose the underlying
fimbrial receptors on the epithelial cell surface. Tissue injury may also play
arole in colonization of the respiratory tract since P. aeruginosa will adhere
to tracheal epithelial cells of mice infected with influenza virus but not to
normal tracheal epithelium (opportunistic adherence), and it may be an
important step in Pseudomonas inflammation of cornea and urinary tract
infections as well as infections of the respiratory tract. Pseudomonas aeruginosa
also produces a mucoid exopolysaccharide referred to as alginate. Alginate
slime forms the matrix of the Pseudomonas biofilm that anchors the cells
to their environment and, in medical situations, protects the bacteria from
the host defenses, such as lymphocytes, phagocytes, the ciliary action of the
respiratory tract, antibodies, and so on. Once a P. aeruginosa strain takes on
the mucoid form, it is less susceptible to antibiotics than in its planktonic
state. Mucoid strains are also associated with cystic fibrosis.

Pseudomonas aeruginosa can produce disease in any part of the GI tract
from the oropharynx to the rectum. As in other forms of Pseudomonas dis-
ease, those involving the GI tract occur primarily in immunocompromised
individuals. The organism has been implicated in perirectal infections,
pediatric diarrhea, typical gastroenteritis, and necrotizing enterocolitis.
The GI tract is also an important portal of entry in Pseudomonas septicemia.
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The versatile pathogen can also be responsible for endocarditis, respiratory
infections, bacteremia, central nervous system infections, ear infections,
eye infections, bone and joint infections, and urinary tract infections.

Pseudomonas aeruginosa is notorious for its resistance to antibiotics, and
this makes it a particularly dangerous pathogen. The bacterium is naturally
resistant to many antibiotics due to the permeability barrier afforded by its
outer membrane. Also, its tendency to colonize surfaces in a biofilm form
makes the cells impervious to therapeutic concentrations of antibiotics.
Because its natural habitat is the soil, living in association with actino-
mycetes and molds, it has developed resistance to a variety of their naturally
occurring antibiotics. Moreover, Pseudomonas maintains antibiotic resis-
tance plasmids and resistance transfer factors (Todar, 2003), and it is able
to transfer these genes by means of the bacterial processes of transduction
and conjugation.

It is clear that P. aeruginosa is an effective pathogen, and there is little
doubt that it can be waterborne. What remains to be established is if
drinking water is an important means of transmission for any disease
associated with this organism. The organism is not only versatile but
virtually omnipresent. It is not clear that removing the organism from
drinking water would significantly reduce the exposure of the human
population to its aggressive activity.

Since the terrorist attacks on the United States on September 11, 2001,
water utilities have a special interest in understanding organisms that might
be considered in attempts to sabotage water systems, particularly when
the objective is to create fear in the population. Although most serious
bioterrorism efforts have focused on aerosols as delivery systems, there is
also reason for concern that all, or a portion of, the municipal water system
could be used to affect a large part of the population. The ideal pathogen
for this use would be one that has an extremely low infectious dose (see
Fig. 3-6), a very high mortality rate (see Fig. 3-8), and a high resistance
to disinfectants. Organisms with a high mortality ratio include some of
the classic waterborne pathogens, such as V. cholerae and S. typhi, but also
some organisms less commonly associated with water, such as B. anthracis
(anthrax) and F. tularensis (rabbitfever). None of these is outstanding where
infectious dose is concerned. Some of their characteristics are summarized
in Table 3-6 and a brief discussion of B. anthracis and F. tularensis follows.

BACILLUS ANTHRACIS

Bacillus anthracis is a gram-positive, nonmotile bacillus typically having
squared ends. Bacillus anthracis produces an endospore, easily seen via
methylene blue or India ink stains. Capsule formation differentiates B.
anthracis and other nonpathogenic bacilli. The endospores are ellipsoidal,
located centrally in the sporangium. The spores refract light and resist
staining. Bacillus anthracis is about 1 pm wide and 3 wm long and is
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Bacterial pathogens of interest in terrorism

Bacterium

Bacillus
anthracis

Francisella
tularensis A

Health Effects Evidence of
Normal in Healthy Modes of Waterborne
Size, hm Motile Habitat Persons Transmission Pathway Culturable
1-12x No Foundin  Anthrax Inhalation or ~ Only of interest Ordinary
3-5 soil ingestion of in bioterrorism nutrient
habitats spores medium
Small No Small Tularemia Insect bites Only of interest Difficult on
mammals (rabbit fever) in bioterrorism  standard
media;
diagnosis by
serology

usually straight. Anthrax bacilli form long chains and appear similar to
streptobacilli in culture. Anthrax in the spore stage can exist indefinitely
in the environment. Optimal growth conditions result in a vegetative phase
and bacterial multiplication.

Bacillus anthracis forms a capsule that consists of a poly-D-glutamate
polypeptide. The capsule protects the organism against the bactericidal
components of serum and phagocytes and also against engulfment by the
phagocytes themselves. The capsule is important when infection is being
established. It is less important during the terminal phase of the disease,
which is dominated by the anthrax toxins. Anthrax has been around a long
time and is described in the early literature of the Greeks, Romans, and
Hindus. The fifth plague described in the book of Genesis may be an early
description of anthrax.

The toxic nature of B. anthracis was not understood until the mid-
1950s. Before then, it was assumed that death was due to blockage of the
capillaries, popularly known as the “‘log-jam’ theory. This theory came
about because so many bacilli were found in the blood of animals dying
of the disease (109 bacteria/mL of blood has been observed). Since then
it has been demonstrated that, on the order of 10° cells/mL can result
in death of an animal, and the blood of animals dying from anthrax was
found to contain a toxin. Finally, injection of the toxin into guinea pigs
caused anthrax symptoms. Thus, it was understood that anthrax toxin is
important to pathogenesis. The lethal mode of action of anthrax toxin
is not completely understood at this time. Anthrax victims appear to
die as a result of oxygen depletion, secondary shock, increased vascular
permeability, respiratory failure, and cardiac failure. Death frequently
occurs suddenly and unexpectedly. The level of the lethal toxin in the
blood supply increases rapidly quite late in the disease. It seems to closely
parallel the concentration of organisms.



3-3 Bacteria of Concern in Drinking Water

Susceptibility to anthrax varies considerably among animal species. Lim-
ited data are available on the dose required for infection. For inhalation,
the infectious dose is thought to be on the order of 10° organisms. There is
reason to believe that the infectious dose for the GI tract would have to be
substantially higher, but no quantitative information is available. As shown
on Fig. 3-6, the infectious dose has been set between 2 x 10° and 10 organ-
isms. There is no evidence of person-to-person transmission of anthrax.

Anthrax ordinarily attacks herbivores (e.g., cattle, sheep, goats, and
horses). Pigs are more resistant, as are dogs, cats, and rats. Birds usually
are very resistant to anthrax. Buzzards and vultures are not vulnerable to
anthrax, but they are thought to transmit the spores. Humans are relatively
resistant to cutaneous invasion by B. anthracis, but the organisms can infest
tears in the skin.

There are two manifestations of the disease that are relevant to exposure
through ingestion: oropharyngeal anthrax, a disease where the mouth
and throat are infested, and intestinal anthrax, where lesions are found
throughout the GI tract.

Oropharyngeal anthrax typically occurs 2 to 7 days after exposure. The
lesion at the site of entry into the oropharynx resembles a cutaneous ulcer.
Patients with oropharyngeal anthrax may complain of a sore throat and
difficulty swallowing. If the disease is allowed to progress unabated, death
may result from asphyxiation due to neck edema and/or toxemia.

Intestinal anthrax occurs 2 to 5 days following ingestion. Patients with
intestinal anthrax complain of nausea, vomiting, malaise, anorexia, abdom-
inal pain, hematemesis, and bloody diarrhea. The disease is accompanied
by a fever.

Primary intestinal anthrax predominantly affects the saclike first section
of the large intestine, just beyond the point at which the lower part of the
small intestine (ileum) joins the large intestine and produces a local lesion
similar to that which results from cutaneous anthrax. In advanced cases,
multiple ulcerative lesions are found throughout the GI tract secondary
to hematogenous spread. Intestinal anthrax is difficult to recognize, and
shock and death may occur 2 to 5 days after onset if it is not properly
addressed.

With either disease a malignant pustule develops at the site of the
infection. This pustule is a central area of coagulation necrosis (ulcer)
surrounded by a rim of vesicles filled with bloody or clear fluid. A hard,
black plaque covering an ulcer implying extensive tissue necrosis forms
at the ulcer site. Extensive swelling surrounds the lesion. The organisms
multiply locally and may spread to the bloodstream or other organs (e.g.,
the spleen). Dissemination from the liver, spleen, and kidneys back into the
bloodstream can result in bacteremia. In bacteremic anthrax, hemorrhagic
lesions may develop anywhere on the body. Usually, bacteremia is associated
only with inhalation anthrax. Intestinal anthrax results in death in 25 to 60
percent of the cases.
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FRANCISCELLA TULARENSIS

Franciscella tularensis is a small, nonmotile, gram-negative, strictly aerobic,
non-spore-forming coccobacilli. Franciscella tularensis has been divided
into two subspecies: (1) F. tularensis biotype tularensis (Type A) and
(2) F. tularensis biotype palaearctica (Type B). Organisms isolated in North
America are usually Type A. They are virulent in both animals and humans.
In Europe and Asia, human tularemia isolates are usually Type B and much
less virulent.

Tularemia is a zoonosis, also known as rabbit fever or deerfly fever. Nat-
ural reservoirs include small mammals such as rabbits, mice, ground hogs
(woodchucks), ground squirrels, tree squirrels, beavers, coyotes, muskrats,
opossums, sheep, and various game birds. Human-to-human transmission
hasnotbeen documented. Human infections normally occur through a vari-
ety of mechanisms, such as bites of infected arthropods; handling infected
animal tissues or fluids; direct contact or ingestion of contaminated water,
food, or soil; and inhalation of contaminated aerosols. The infectious dose
of F. tularensis is so low that examining an open culture plate can cause
infection (see Fig. 3-6). The disease, tularemia, was first described in Japan
in 1837. Its name relates to the description in 1911 of a plaguelike illness in
ground squirrels in Tulare county, California (hence the name tularemia),
and the extensive work subsequently done by Dr. Edward Francis, after
whom it was subsequently named (Franciscella tularensis).

Symptoms of tularemia vary, depending on the route of introduction.
In those cases where a person becomes infected from handling an animal
carcass, symptoms can include a slow-growing ulcer at the site where the
bacteria entered the skin (usually on the hand) and swollen lymph nodes.
If the bacteria are inhaled, a pneumonia-like illness can follow. Those who
ingest the bacteria may report a sore throat, abdominal pain, diarrhea,
and vomiting. Advanced tularemia is accompanied with high fever, acute
septicemia, and toxemia. Oral infection results in typhoidlike symptoms.
In bites, a local abscess at the site of infection is followed by septicemia
followed by rapid spread to the liver and spleen. Thirty percent of untreated
tularemia patients die. Symptoms can appear between 1 and 14 days after
exposure, typically in 3 to 5 days.

Franciscella tularensis is a particularly notorious candidate for biological
warfare. During World War II, the Japanese and the United States and its
allies all worked on its use for this purpose. The U.S. military stockpiled F.
tularensis in the late 1960s and then destroyed it in 1973. The Soviet Union
continued the production of biological weapons production into the early
1990s, including antibiotic-resistant strains of F. tularensis.

3-4 Viruses of Concern in Drinking Water

Although the existence of viruses has been known for some time and some
classic diseases such as smallpox and rabies are known to be of viral origin,
less is known about these pathogens when compared to bacteria. Viruses
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have a simpler structure than other organisms. All viruses are true parasites
in that they are totally dependent on their host for the resources required
for survival. Viruses can survive outside of the host, in some instances,
longer than bacteria because they do not have metabolic requirements.
Viruses of various kinds use animals, plants, bacteria, fungi, and algae as
their hosts. The size of the viruses relative to other organisms was shown
on Fig. 3-2. A basic virus consists of a core of nucleic acid (either DNA or
RNA) surrounded by a protein coat. Some have protective lipid envelopes.
Despite this straightforward morphology or, in some ways, because of it,
viruses are more host specific. Animal viruses do not infect bacteria and
vice versa. Many viruses can infect only one species of another organism.

Because of their small size, viruses could not be detected until the advent
of the electron microscope (EM) in 1931. Their presence prior to that
time had, however, been postulated, and they were referred to as filterable
agents because they would pass through standard filters used to retain
bacteria.

Even with the use of the advanced electron microscopic techniques cur-
rently available, viruses are still difficult to detect in environmental samples.
Except in raw or partially treated wastewaters where their numbers may
exceed 10,000 virus units per liter, large-volume sampling and subsequent
concentration techniques are required. Even in untreated supplies used for
drinking water, where their numbers may reach 1 to 100 units/L, samples
of 100 to 1000 L must be processed to achieve significant recovery. Further
sophistication is required to identify viruses collected. Given these problems,
itis not surprising that definitive association of waterborne viruses with spe-
cific disease occurrences is not common. In fact, until recently infectious
hepatitis was the only epidemiologically established waterborne viral dis-
ease (Grabow, 1968). However, the circumstantial evidence linking viruses
to various disease outbreaks is increasingly persuasive. As discussed below,
enteric viruses are regularly shed in animal and human feces; they are
ubiquitous in untreated surface waters around the world, and although
water treatment plants are typically effective in removing incoming viruses,
inadequate treatment or temporary breaks in treatment effectiveness can
allow some to survive.

Some of the more important characteristics of viruses that are associated
with waterborne disease are summarized in Table 3-7. As mentioned earlier,
the viruses that cause poliomyelitis and heptatitis A are probably the ones
that have been documented to be associated with waterborne transmission
for the longest time. But most viruses that infect the GI system are now
known to be or are strong candidates for waterborne transmission. These
include the viruses just mentioned as well as all the others shown in Table 3-7.
For example, poliovirus, coxsackie, echo, and other enteroviruses have been
known to be present in wastewater effluent for some time. More recently,
rotaviruses, caliciviruses (Norwalk-like viruses or human caliciviruses), and
adenoviruses have also been shown to have this association. Finally, the
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Table 3-7
Characteristics of viruses of interest in water
Type Size, Nucleic Genome
Species or Strain nm Shape Acid® Length, kb?
Coxsackie A1-A22 28-30  Round sSRNA 7.4
A24 28-30  Round sskRNA 7.4
B1-B6 28-30  Round ssRNA 7.4
Echovirus 1-7 28-30  Round sskRNA 7.4
9 28-30  Round ssRNA 7.4
11-27 28-30  Round ssRNA 7.4
29-33 28-30  Round sSRNA 7.4
Enterovirus 68-71 28-30  Round sSRNA 7.4
Poliovirus 1 28-30  Round ssRNA 7.4
2 28-30  Round sSRNA 7.4
3 28-30  Round ssRNA 7.4
Hepatitis A 27 Round ssRNA 7.4
Calicivirus Hawaii strain 35-39  Round sSRNA 7.7
Norwalk virus 35-39  Round sskRNA 7.7
Snow mountain strain 35-39  Round ssRNA 7.7
Southhampton strain 35-39  Round ssRNA 7.7
Taunton strain 35-39  Round ssRNA 7.7
Other strains 35-39  Round ssRNA 7.7
Hepatitis E 35-39  Round ssRNA 7.7
Rotavirus A 80 Round dsRNA 16.5-21
B 80 Round dsRNA 16.5-21
© 80 Round dsRNA 16.5-21
Hepatitis B 40-48 Round and ssDNA 1.7-3.3
irregular
© 40-60 Polyhedral ssRNA 9.5-12.5
Delta 36 Spherical  ssRNA 1.7
Human Type 2 70-90 12 vertices ds RNA 45.4
adenovirus
Types 1-47 70-90 12 vertices dsRNA 45.4
Types 1-5 27-30 Starlike  ssRNA 68-79
with six
points

ass = single-strand; ds = double-strand.
bkb = kilobase pairs.

hepatitis E virus is now known to be an important agent of waterborne
disease.

Nongastrointestinal POLIOVIRUS

Viruses Fifty years ago poliomyelitis was one of the most feared diseases in the devel-
oped world. To Americans that lived through the age of polio epidemics,
the iron lung is perhaps the most profound symbol.
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Poliovirus is an enterovirus. The virus appears in three serotypes, of
which Type I is the most common cause of the epidemic disease. Humans
are the only natural hosts for poliovirus Type I. The infection occurs
through oral—fecal contact and the virus is highly contagious.

Today, extensive use of vaccines has greatly reduced the incidence of
the disease, even in developing countries. Because the virus has no animal
host, it may be possible to eliminate polioviruses entirely through the use of
vaccines, as was done for smallpox in 1980. Consequently, the World Health
Organization (WHO) has a Global Polio Eradication Initiative underway to
accomplish that goal.

The clinical forms of poliomyelitis vary, but the two basic patterns are the
minor illness and the major illness (paralytic myelitis). The minor illness,
which accounts for 80 to 90 percent of infections, mostly affects young
children. The disease is mild and does not involve the central nervous
system. Symptoms are a lot like the flu—a slight fever, malaise, headache,
sore throat, and vomiting, which develop 3 to 5 days after exposure.
Recovery typically occurs within 24 to 72 h.

Symptoms of the major illness include fever, severe headache, stiff neck
and stiff back, deep muscle pain, and, occasionally, increased sensitivity of
the skin or the sensation that limbs are falling asleep. Often the disease
stops at this point, and complete recovery is still the probable outcome.

In other cases, the disease continues, becoming paralytic myelitis, causing
loss of reflex in selected locations, weakness on one side, or paralysis of
muscle groups, including those required for breathing (hence the iron
lung). The major illness sometimes follows the minor illness after a few days
of recovery, but, more commonly, the disease proceeds directly, particularly
in older children and adults.

In paralytic poliomyelitis, slightly less then 25 percent of victims suffer
severe permanent disability, about 25 percent have mild disabilities, and a
little more than 50 percent eventually recover with no residual paralysis.
The greatest return of muscle function occurs in the first 6 months, but
improvements may continue for 2 years.

The virus enters the body through the mouth and begins to multiply
in the intestinal tract. Oral transmission is the most common means of
contracting the disease, but it can also be contracted by direct contact
with a person who is carrying the disease. Ironically, serious poliomyelitis
epidemics are a phenomenon of developed countries. Near the turn
of the last century, the countries with the highest standards of hygiene
suffered most (e.g., United States, Denmark, Australia, Great Britain).
Today transmission is most intense where population density is high and
sanitation levels are low.

Recognizing that polio is transmitted by the fecal-oral route, waterborne
transmission has been suspected for some time. Nonetheless, the proposi-
tion was hard to prove at the time when polio was an important epidemic
disease in the United States, and definitive results came years after the Salk
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vaccine (1954) and the Sabin vaccine (1958). The virus was first found in
wastewater in the early 1940s (Kling et al., 1942; Paul et al., 1940; Trask
and Paul, 1942). But a clear demonstration of waterborne transmission
was accomplished much later (Mosley, 1967). Recently, it has been argued
that better understanding of the viruses and their behavior would lead to
different conclusions about earlier epidemics as well (Knolle, 1995).

Polio has been eradicated in North and South America, in most northern
and southern African countries, in almost all of Eastern and Western
European countries. The Western Pacific and China are nearly free of
polio. Eradication of the disease in Europe is expected by the time of the
publication of this book.

Nevertheless, the disease continues to strike in Africa, southeast Asia, the
Indian subcontinent, and the Near East. On the order of 30 countries still
report outbreaks with 15 countries reporting a total of 784 confirmed polio
cases in 2003. Reservoir countries include Bangladesh, the Democratic
Republic of Congo, Ethiopia, India, Nigeria, and Pakistan. A high risk of
infection also exists in war-ravaged countries such as Angola, Somalia, and
Sudan.

The global effort to eradicate polio stands little chance of success through
the use of vaccination alone. Safe water and good sanitation and hygiene
practices will be required as well. In an environment where access to new
hosts is an uncommon event, the only forms of the virus that will be able
to survive are those that do not cause profound symptoms in the host and
are able to stay with the host for a long time. In the environments present
in today’s reservoir countries, opportunities for the virus to gain exposure
to new hosts are myriad. In this environment, a seemingly harmless form
of the virus loses no advantage in its evolutionary competition by evolving
into a form that can cause serious disease. Indeed, there is some evidence
that this sort of evolution is taking place in some vaccine strains being used
in these countries today (Anonymous, 2001; Cherkasova et al., 2002; Kew
et al., 2002; Landaverde et al., 2001).

HEPATITIS

Hepatitis is an inflammation of the liver sometimes accompanied by jaun-
dice, a yellowish color change of skin and mucous membranes. Hippocrates
first described epidemic jaundice. By the eighth century it was known to be
infectious, and outbreaks were reported in military and civilian populations
in the seventeenth, eighteenth, and nineteenth centuries. Early on it was
proposed that the infectious jaundice was caused by a virus. Although there
had been some evidence to the contrary, until World War II the disease was
thought to be infectious in nature, but, during the war, a number of new
outbreaks occurred as a result of vaccinations for yellow fever and measles.
As a result, in 1947 MacCallum proposed that hepatitis be classified into
two types: Type A—infectious hepatitis—and Type B—serum hepatitis
(MacCallum, 1947). The former could be contracted from one individual
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to the other via the fecal—oral route, and the latter could be contracted
only through direct exposure of the blood serum (e.g., blood transfusion,
contaminated vaccines, contaminated drug needles, or anal sex). In the
mid-1960s Blumberg found an antigen in Australian aborigines that later
turned out to be the antigen for serum hepatitis (Blumberg et al., 1965).
Since that time, three more viruses causing serum hepatitis have been
identified. They are hepatitis virus Types C, D, and G (Choo et al., 1989;
Linnen et al., 1996; Rizzetto, 1977). A second virus, Type E, causing infec-
tious hepatitis was also identified in connection with epidemics occurring
in India (Balayan et al., 1983; Tandon et al., 1985). This virus was also
connected to contaminated water (Belabbers et al., 1985) and was found in
wastewater (Jothikumar et al., 1993).

In summary, several different viruses cause hepatitis. They are the
hepatitis virus Types A, B, C, D, E, and G (at this point a consensus has
not been developed on the F candidate). All of these viruses cause acute,
or short-term, viral hepatitis. The hepatitis B, C, D, and G viruses can also
cause chronic hepatitis, in which the infection is prolonged, sometimes
lifelong. This response is also consistent with the theory espoused by
evolutionary biologists who would argue that serum hepatitis viruses must
develop the ability to persist in the host for long periods because the
opportunities for transfer from one host to the other are more limited.
The virus causing the infectious disease, on the other hand, depends on its
transmission characteristics in the environment for survival and would find
long persistence in the host a more limited advantage (Ewald et al., 1998).

There have been a number of outbreaks of infectious hepatitis that have
been classified serologically as non—Type A. Often these are presumed to
have been outbreaks of hepatitis Type E. On the other hand, even using
more up-to-date technology, some cases of viral hepatitis still cannot be
attributed to the hepatitis A, B, C, D, or E viruses. This ‘‘non—A-through-E”
hepatitis is sometimes called hepatitis X. The virus causing hepatitis X
has not yet been identified, and it is not clear if this form of hepatitis is
infectious or not.

Hepatitis A is a well-documented waterborne disease. The first study
demonstrating it as a waterborne disease was conducted in 1945 (Neefe
and Strokes, 1945), and newer studies using more up-to-date technologies
have confirmed those conclusions in subsequent outbreaks (Sobsey et al.,
1985). About 23,000 cases of hepatitis A are reported annually in the
United States. These represent just under 40 percent of all hepatitis cases
reported. Infectious hepatitis usually resolves on its own over a period
of several weeks, but some people are asymptomatic (do not show the
symptoms of the hepatitis) until the disease is advanced. Hepatitis A is
often a mild disease, which explains why it is so widely spread, even in
developed countries with safe water and a high standard of living. Hepatitis
A has a worldwide distribution occurring in both epidemic and endemic
fashion.
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Due to the number of asymptomatic carriers, the mild character the
disease often exhibits, and the activity of the disease in developed countries,
it is clear that good water treatment will not be enough to control this
disease. Nevertheless, it does appear that safe water combined with good
sanitation and hygiene can keep the disease at very low endemic levels.

Hepatitis E occurs in both epidemic and sporadic-endemic forms, usually
associated with contaminated drinking water. Major waterborne epidemics
have occurred in Asia and North and East Africa. To date no U.S. outbreaks
have been reported for this type of hepatitis. The disease is most often seen
in young to middle-aged adults (15 to 40 years old). Pregnant women appear
to be prone to severe disease, and high mortality (20 percent) has been
reported in this group. Major waterborne epidemics have occurred in India
(1955 and 1975 to 1976), USSR (1955 to 1956), Nepal (1973), Burma (1976
to 1977), Algeria (1980 to 1981), Ivory Coast (1983 to 1984), and Borneo
(1987). While no outbreak has occurred in the United States, imported
cases were identified in Los Angeles in 1987. Serological tests suggest that
most U.S. residents have not acquired immunity to hepatitis E, but about 1
to 3 percent of the U.S. population is positive for antibodies. While hepatitis
E transmission via contaminated water is well established, transmission from
person to person is not common. Considering this and other data, it seems
likely that the lower levels in the United States are due to the fact that this
virus can be controlled by levels of sanitation infrastructure that are not
successful in controlling hepatitis A (Mast and Krawczynski, 1996). Effective
water treatment may be the critical component in controlling the spread of
this disease.

Diarrhea remains one of the major causes of death in young children. This
is especially so in Asia, Africa, and Latin America, where it causes millions of
deaths in children under 4 years of age. The main long-term driving forces
for high incidence and mortality are unsafe water or inadequate sanitation.
The development and operation of much better physical and institutional
infrastructure will be required to eliminate these driving forces. The short-
term causes are a variety of pathogenic microorganisms. A number of
bacteria and protozoa that cause diarrhea have been identified: enterotox-
igenic E. coli, Salmonella, Shigella, cholera, other Vibrio bacteria, Giardia and
Cryptosporidium, for example. These pathogens account for a large part, but
not all of the investigated cases and outbreaks (Lee et al., 2002).

It was not until the seventh decade of the twentieth century that tech-
nology was developed that would allow the detection and identification of
viruses that cause diarrhea. As a result, an etiological agent could be found
for only a limited fraction of gastroenteritis patients. Once these technolo-
gies began to develop, researchers began to recognize that a number of
viruses were also etiological agents, particularly the rotaviruses and the
Norwalk and Norwalk-like viruses (NLVs). Even with some of the causative
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agents identified, early techniques, which largely involved the use of elec-
tron microscopy, were too expensive for routine use when examining stool
specimens collected from outbreaks.

In the following decade more efficient techniques were developed using
immunological assays. These techniques were more effective for identifying
causative agents so they brought with them new information and new
understanding. On the other hand, the materials required to conduct the
immunological assay are difficult to obtain. Consequently, outbreaks were
still not fully investigated, and a substantial number of cases were still
labeled as being of unknown etiology. One of the things the immonological
assays did show is that the diversity of NLVs was substantial, and this of
course only made the problem more difficult to study and characterize. To
some extent, the same is true of the rotaviruses.

During the last decade of the twentieth century, breakthroughs in
cloning and sequencing of diarrhea-causing viruses led to the development
of sensitive molecular assays, and now information is being gathered at a
rapid pace. It now appears that NLVs and rotaviruses cause most outbreaks
of viral diarrhea. The rotavirus group appears to cause the majority of
incidents in poor countries and the very young, and the NLVs appear to
be responsible for the bulk of incidents in the United States and other
developed countries (MMWR, 2001), where illness occurs in both adults
and children. In an underdeveloped country either of these diseases can
be life threatening, primarily as a result of lack of adequate treatment for
serious cases.

ROTAVIRUS

Considering the globe as a whole and the severity of the disease that results,
the most important viruses causing diarrhea are probably the rotavirus
family. Rotaviruses have been estimated to cause 30 to 50 percent of all
cases of severe diarrheal disease in humans. There are several groups
of rotaviruses (A through G), but only three groups are of interest in
human gastroenteritis: groups A, B, and C. The group A subtypes 1, 2,
3, and 4 are the leading cause of severe diarrhea among infants and
children and account for about half of the cases requiring hospitalization.
Group A rotaviruses are endemic worldwide. Group B normally infects pigs
and rats, but group B rotavirus, also called adult diarrhea rotavirus, has
caused major epidemics of severe diarrhea, affecting thousands of people
in Asia, the Indian subcontinent, and North Africa. Group C rotavirus has
been associated with sporadic cases of diarrhea in children in the United
Kingdom and Japan.

The rotaviruses are round particles about 80 nm in diameter having the
appearance of little wheels when viewed by electron microscopy (EM) with
negative staining—hence the name rota. The virus particles enclose double-
stranded RNA in two concentric protein shells (capsids). The human virus
has been difficult to culture in vitro, although those belonging to group A
are culturable with specialized techniques.
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Human rotaviruses were once thought to be limited to the group A
rotaviruses, whereas other groups (B to E) were thought to be strictly
zoonotic. In the early 1980s, millions of people in China became infected
in an epidemic of group B rotaviruses (Hopkins et al., 1984). Subse-
quent to that event, smaller group B outbreaks have occurred. Studies of
immunoglobulin pools from Shanghai suggest that the Chinese popula-
tion had been exposed to this pathogen in the past (Hung et al., 1987).
Because group B rotavirus is a common diarrheal pathogen for swine and
because all rotaviruses have a segmented genome, they may be somewhat
like the influenza virus, capable of antigenic changes through reassortment
of genes. Some have suggested that this human group B epidemic came
about through changes that allowed the swine virus to reconfigure itself so
that it could propagate in the human gut (Bridger, 1988).

The gastroenteritis caused by rotavirus exhibits the symptoms of vom-
iting, watery diarrhea, and low-grade fever. The disease can range from
mild to serious. People are sometimes hospitalized, and in countries with
limited infrastructure, it can be fatal, particularly in infants. The incidence
of disease peaks among children aged less than 36 months. Children at this
age are also at the greatest risk for severe disease, requiring hospitalization.
The disease is normally self-limiting, meaning there is no cure beyond the
human immune system. Persons with the disease often excrete large num-
bers of viruses (108 to 1010 infectious units/mL of feces) and the infective
dose is on the order of 10 to 100 infectious units. As a result, the disease is
easily transmitted via contaminated hands, food, water, or utensils.

A significant fraction of the population infected with rotavirus is asymp-
tomatic but still excrete infective particles. As a result of this and the virus’s
low infectious dose, rotavirus infections are nearly ubiquitous. In both
developed and undeveloped countries, 95 percent of children are infected
by 5 years of age. Although water treatment can help eliminate the most
lethal strains, endemic disease appears to continue even in the presence of
a full complement of modern sanitation and hygiene practices. Rotavirus
persistance may be related to the high level of virus shedding by infected
persons (as much as a trillion viruses per gram of feces), the many other
routes of fecal—-oral transmission, the many different rotavirus strains that
infect infants and young children, and the lack of long-lasting immunity
resulting from infection. The natural immunity, which appears in the older
part of the population, suggests that vaccination may also be a useful tool
to achieve effective control of this disease. Vaccine development is well
underway but has been set back by the occurrence of unacceptably high
rates of bowel obstruction as a complication resulting from immunization
(Parashar et al., 1998).

HUMAN CALICIVIRUSES
The Norwalk and Norwalk-like agents are members of the family Caliciviri-
dae, containing several hundred viruses that have been connected with
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waterborne and foodborne outbreaks and share certain common charac-
teristics. Norwalk is the pathogen that was associated with the cruise ship
epidemics during the winter of 2002 to 2003. Generally they are small,
round structured viruses about 35 to 39 nm in diameter, with about 7.7 kb
(kilobase pairs) of single-stranded RNA and a capsid containing one major
protein of about 60,000 Da. The taxonomy of the caliciviruses has been
systematized recently and now uses a standard nomenclature consisting
of A/B/C/D/X/Y/Z. The NLVs consist of two genogroups (GI and GII),
each of which contains several subgroups (clusters or clades) of closely
related but not identical viruses. The prevalence of NLVs varies in time
and place among the two main genogroups and among the clades within
them. Genogroup II viruses have predominated in the last several years.
Another group of human caliciviruses, the Sapporo-like viruses (SLVs), is
genetically distinct and has a lower prevalence than the NLVs. The serolog-
ical or antigenic relationships among the NLVs remain unclear, but new
antigens expressed from cloned capsid genes of these viruses are helping
to establish antigenic relationships and the role of immunity in suscep-
tibility to infection. The hepatitis E virus discussed earlier is structurally
similar to the members of Caliciviridae, but it is placed in a separate virus
family.

The Norwalk and NLVs cause viral gastroenteritis, acute nonbacterial
gastroenteritis, food poisoning, and so-called winter vomiting disease. Symp-
toms are nausea, vomiting, diarrhea (not bloody), and abdominal cramps.
Headache and low-grade fever may also occur, but diarrhea and vomiting
are relatively prevalent among adults, whereas a higher proportion of chil-
dren experience vomiting. The infectious dose is low, with perhaps 10 to
100 virus particles constituting a 50 percent infectious dose. The disease
has an incubation time of 1 to 2 days and is usually self-limiting in less than
4 days. However, virus shedding can continue for 2 weeks postinfection and
after symptoms of illness have disappeared. In contrast to the rotaviruses,
this disease primarily affects adults and older children. Children younger
than 2 years are affected, although prevalence rates are still uncertain. In
the United States, illness is most commonly reported among persons of
school age and older. Persons exposed to the disease develop immunity but
not a long-lasting one.

The NLVs were first identified in the stool filtrates of a patient with
diarrhea using EM in 1972 (Kapikian et al., 1972). Since that time they
have been widely associated with both waterborne and foodborne disease.
However, some instances associated with contaminated food have also
been shown to be related to contaminated drinking water as well (Beller
et al., 1997). Norwalk-like agents probably create a low background level
of infection in a community until an infected individual contaminates a
common source and an outbreak occurs. Although secondary cases can
multiply the number of persons affected, outbreaks are generally limited to
1 to 2 weeks.
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Like rotavirus A, the Norwalk-like agents are endemic even in the most
developed countries probably due to the relatively mild character of the
disease and to the large number of asymptomatic carriers, including those
who just had the disease and still shed the virus particles, both of which
result in more spread of the disease by personal contact.

OTHER VIRUSES IMPLICATED IN GASTROENTERITIS

Both the rotaviruses and the NLVs have been demonstrated to appear in
the feces of patients with gastroenteritis; have been found in wastewater,
raw water, and drinking water; and have been tied to specific waterborne
outbreaks. There are also other viruses associated with gastroenteritis for
which the waterborne connection, though likely, has not yet been clearly
proven. Notable among these are the astroviruses and adenoviruses.

Astroviruses

The astroviruses are members of the family Astroviridae and the genus
Astrovirus. There are several species, of which seven serotypes have been
identified as human astroviruses. Astroviruses are spherical particles about
28 to 30nm in diameter surrounded by a protein capsid but with no
envelope. The name “‘astro’ derives from the fact that the virus particles
take on the appearance of a five- or six-pointed star when seen under
the electron microscope. Astroviruses have a positive, single-stranded RNA
genome with a length of about 7.5 kb. They are fastidious but have been
successfully grown in cell culture.

Human astrovirus infections are not yet well understood. The co-
occurrence of diarrhea and shedding of astrovirus in feces and the
identification of astrovirus in the epithelial cells of diarrhea patients suggest
that replication occurs in the human intestine (Phillips et al., 1982).

Low incidence rates of astrovirus infection among young children with
diarrhea were verified with early EM studies (Kapikian et al., 1972).
The development of enzyme-linked immunosorbent assay (ELISA) and
reverse-transcriptase polymerase chain reaction (RT-PCR) have subse-
quently revealed that astroviruses are strongly associated with viral gastroen-
teritis in children worldwide (Cruz et al., 1992; Glass et al., 1996; Herrmann
et al., 1991; Lew et al., 1991). Human astrovirus serotype 1 is the most
predominant serotype worldwide, while serotypes 2, 3, and 4 also appear to
be fairly common and serotypes 5, 6, and 7 appear more infrequently.

After exposure, astroviruses typically exhibit a 1- to 4-day incubation
period before symptoms occur. The main symptom is typically watery diar-
rhea, and the disease is usually seen in young children 6 months to 2 years of
age. It can also be associated with anorexia, fever, vomiting, and abdominal
pain. Astrovirus infections do not normally result in serious dehydration
or hospitalization, but individuals experiencing poor nutrition, immunod-
eficiency, severe mixed infections, or another underlying gastrointestinal
disease may experience complications.
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Immunity to astrovirus infection is not well understood. Young children
and the institutionalized elderly are usually the populations that develop the
disease, suggesting that an antibody acquired early in childhood provides
protection through adult life and wanes late in life (Glass et al., 1996).
Data from the limited studies that have examined the age distribution of
astrovirus infection show that the majority of people acquire antibodies by
the time they are 5 years of age.

At temperate latitudes, astrovirus infections are more common in the
winter, while at tropical latitudes the infections tend to occur during
the rainy season. This seasonal pattern of infection is similar to that of
rotavirus.

Electron microscopy has long been the method of choice for identifi-
cation of these viruses, but the technique is too costly and too insensitive
for environmental samples. Astroviruses were first observed by EM in stool
specimens from infants with gastroenteritis (Appleton and Higgins, 1975;
Madeley and Cosgrove, 1975). Using cell culture and more recent molecu-
lar techniques, the viruses are frequently found in environmental samples.
In data collected for the Information Collection Rule, astroviruses were
found in 15 of 29 surface water samples examined using a RT-PCR-nested
protocol (Chapron et al., 2000).

Astroviruses are transmitted from person to person by the fecal—oral
route. Fecal—oral transmission has been verified by volunteer studies (Kurtz
et al., 1979; Midthun et al., 1993). Although most transmission is probably
person to person among children, contaminated water and shellfish have
given rise to outbreaks. Asymptomatic shedding has also been demon-
strated. To date, there has been no clear demonstration of transmission by
the water route in the United States, although it is probable that such a
demonstration will occur in the future.

Adenouviruses

Adenoviruses are large, nonenveloped viral particles. They are the only
human enteric viruses that contain double-stranded DNA rather than
single- or double-stranded RNA. Adenoviruses are widely recognized causes
of infections in the lungs, eyes, urinary tract, and genitals, but adenoviruses
40 and 41 are thought to affect the intestines.

Adenovirus particles have been shown to be more common among
patients with gastroenteritis than with the general population (Wadell
et al.,, 1986). However, in numerous studies examining the victims of
gastroenteritis for the presence of adenovirus types 40 and 41, the viruses
have been identified in only a minority of the stools examined (Cruz et al.,
1990; De Jong et al., 1993; Grimwood et al., 1995; Jarecki-Kahn et al., 1993;
Wadell et al., 1986). Peak incidence of adenovirus particles in stools of
diarrhea patients occurs among children less than 2 years of age, but older
children and adults may be infected. Infections occur throughout the year
with no clear peaks. Incubation is between 3 and 10 days, with shedding
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lasting longer than or equal to 1 week. Long-term immunity is thought to
be acquired during childhood infection.

Person-to-person transmission is presumably the principal mechanism
for the spread of infection. Neither food nor water has been demonstrated
as a means of transmission, although adenoviruses have been reported
as possible agents in waterborne outbreaks (Kukkula et al.,, 1997) and
adenoviruses have been found in raw and finished drinking water (Chapron
et al., 2000; Murphy et al., 1983).

As the name implies, the enteroviruses are regularly found in feces and
in wastewater, and all are considered capable of infecting the human
gut. There is also evidence of many of these appearing in surface water
and groundwater supplies. However, with the possible exception of the
poliovirus, there is little conclusive evidence of waterborne transmission
based on documented outbreaks. There are a number of possible reasons
for this situation. For example, many of these viruses may cause asymp-
tomatic effects or chronic rather than acute disease, where the association
of the organism with disease is more difficult to make. They may also be
responsible for mild diseases that do not reach the attention of the medical
community. In any case, as they are residents of the gut, they are certainly
candidates for waterborne transmission. Even if waterborne transmission
is not their primary vehicle of transmission, their ultimate elimination
will not be accomplished without effective water treatment playing a role.
Other possible enteric viruses are parvoviruses, which are small, round, fea-
tureless viruses containing DNA. They have been implicated in foodborne
illness in the United Kingdom, but their role as waterborne pathogens is
uncertain.

3-5 Protozoa of Concern in Drinking Water

The protozoans are a group of unicellular, nonphotosynthetic organisms
probably derived from various groups of unicellular algae. They are motile,
moving via use of flagella (flagellates), amoeboid locomotion (amoeba),
or cilia (ciliates). Two other groups of protozoa, the coccidians and the
microsporidia, are nonmotile. Several protozoa are parasites transmitted
by the fecal-oral route. Protozoan organisms and a description of their
associated diseases are summarized in Table 3-8.

Inside the host, parasitic protozoa excystate, meaning ‘‘living stages,”
such as trophozoites (Giardia) and sporozoites (Cryptosporidium) are
released. Only the hardy resting stages, such as cysts, oocysts, and spores (of
microsporidia), can survive outside the host. For some parasites, such as
Giardia, the life cycle is simple and involves primarily cell division (binary
fission) and the formation of cysts. For Cryptosporidium, the life cycle of the
organism is more complex and includes both asexual and sexual stages.



(penuguo)

"S9LIIUN0D
|eaidongns pue
[eaidoJ} ur 9ousjenald
JBY31Y e yum
uonnquisIp spIMplIo

‘pasiel aJe

s31d aJaym seaJe ul
Apusnbaiy 810w INd20
SUOI198)U| “BPIMPLIOM

"WIBISAS

SNOAJBU [BJJUBD

J0 9/8 Ul ayseledopus
aley "jeliqey

oienbe ul ydoso3eyd
snoynbiqn

9JUuaind9d(Q

‘seaJe
JIWapUS Ul wajqo.d

e 9Je S9|qeledap
*UOISSIWSURJ} JO spow
Krewrd 8y} si Jajem
10 poo} pajeuleu0d
K||e29 ‘|eJo—|eda4

"MOJ SI 8} UoId8jul
uewWINY :S828} dUIMS
UM uoljeuIlweIu0o
J0 uonejues Jood
0} pall uoISSIWSuUR.I}
aulogJalep

*SUOIoBjUI
Jayyo 3uunp

Japenur A1epuodas se
pue ‘sJ99jn ‘suoiseiqe
y3noJyy Anua suex)

uoissiwisue.|

*suoneol|dwod snouss

YHM SUOISBAUI [BUOISEII0
‘Joed} |9 0} pajiwi| Ajlens

*KI93UasAp Ajjeuoiseado
‘anewojdwAse 1Sop

'suosJad

pajey|igap Ul 9JaA8S

9( ued swoldwAg *sso|
Siem ‘uted |eurwiopge
‘K123uasAp Ajjeuoiseado
‘eaydJelp :Juasaid
usym ‘swoydwAg
"onewoldwAse 1Sop

‘passaJddnsounwil

ur sijeydasus

JO WJ0} SNOLI8S

1nq 8JeJ e 9onpo.d
uey ‘Siaieam sug|
J0BJUOD YOS Ul SIHelay
eqgaoleyjuedy sasney

aseasiq

suewny

suewny
‘solewnd
‘(Arewid) s3id

spuod 3ulj00?
jueld Jamod
‘spuod ‘Ja1em
Jueudels wiep\

JI0AI9s9Y

‘Sauosopua

[BJ3U82 ‘19]oNu Jnoy ‘wl

21 3ne ‘wr 0z-0T1
:1SAD "awosopus
[eA3uD9 |lews

pue adojaAus Jesjonu
punsip ypm eqaowe
wrl-gz “3ne ‘wnl
09-GT :a)0zoydo.]

‘wrl gg ‘punou

:}sAD *snsjonuoJoILL

e pue Snajonuooew
e ‘I9[onu om} ypum (w
09 — 0¥ * 08 — 09)
egaowe

paiel|i) :8y0zoydo |

‘uogAjod w

8¢ — GT pajlem-s|qnop
149 *|euonoaJipAjod
‘ys138nis

‘a)iqow ‘aiqosse
‘suoijelpeJ ayjljuioy}
yum wr oy-Gz
egaowe S| 8)i0zoydod |

wsiues.iQ

eanA0IsIy
eqaoweluy

1102 wnipuefeg

Iugjjaisea
egaoLueLuedYy

B02z010.d

Jajem Suijuup Ul UI9dU0I JO 8q Aewl Jeyl pue suewny 19ajul jeyl 0zoloid dniseled
8-€ 9|qel

131



"ROLIBY

YMON Ul eayielp
[eLI8}oRqUOU JO
asned Juanbauj Jsow
‘eayslelp S Jsjeney
'SJ9Judd 91eIP|IYd
‘pajeuiweIuod

aJe Sialem

paJa)jyun aiaym
UOWILLIOD Syea.qino
2uJ0QJa1em uaJp|iyd
Ul uoWWOo9 aJow
S)eaJgino :uoneyues
Jood Jo sease
Ajje10adsa ‘apimpliopm

'S914JUN02
[eaidoagns pue
[eaidoJ} ur 9dusjensid
JBYs1y e yum
uonnqguisIp spIMplIoM

99Uualindd(Q

‘poo} Jo
Jalem pajeuiwejuod
‘SJg|puey

P00} pajdajul

:91n0J |eJ0—|e23)
‘u0sJad-01-uosJad

‘seaJe ul wajqo.d
e 9Je S3|ge1adap

"UoISSILWISUE.] JO apow

Arewnd ay3 sI Jsjem
J0 P00} pajeuILLIuOD
Ajjeda4 '|e10—|ed94

uoissiwisue.l

'sJeak 0} syuow 1se|

Ued SuoIdJUI AU0IYD
Sy@am g—T sise| ssau|l
Ajlewuou ‘uoiseaul ou
Yym aunsaul jlews Jaddn
0} Pa}oLI}Sal (SSO| JySiam
pue ‘angije} ‘3uizeo|q
‘sdweJd |eulwopge

US}0 :p0oo|q JO SnINW ou
Yum 1003s 3ujooj-Aseals
‘Buidws-noy

Uim esylielp

usppns ‘awlos ul 3sow ul
JnewodwAse—siseipJers)

"eayelp
pjiw ‘onewoidwAse SO

aseasiq

‘(1I9]onu om] pue ‘adeys
[eno ‘8uoj wl £1) uojod
3y} ul S1SAD Juelsisal
Aj[ejuswiuoainua

swuoy ‘Aynow

3unquiny ‘ejle3ey

Sl pue JolIBIUE

Je 13]oNu OM} SUIRJUOD
‘adeys ,doup.eal,

LRI ‘(o1 wrt -z pue

agAew ‘suewny ‘opim wm GT—g ‘Suo)
‘syed ‘s3op wr 1z-6) e0ZOYOU
‘Syensnw  paje|jadey paje2-9|3uIS

‘sJeaq ‘sianeaq e ayozoydoJ |

"SaLLIOSOpUd
[eJ3u82 ‘18joNnu Jnoy ‘wl
1 '8ne ‘wr 0z-01
:1SAD "awosopus
[BJ3UBD |lewsS

pue adojaAua Jesjonu
punsip ypm egaowe
wrl-gz “3ne ‘wnl

09-GT :8)0zoydo.]

wsiues.iQ

suewny

JI0AI9S9Y

(panuiuo)) 8-€ alqeL

BljqLe] eipJern)

Jedsip
eqaowejuy

202010.d

132



'S9|qe1a38A pue Jajem
Ajje1oadsas ‘pooy Jo
Jajem pajeulweiuod
‘SJg|puey

P00} pPajdajul ‘SIajuad
9Je2p|Iyd Ul UOWWOd
:91N0J |eJ0—[e23)

"9PIMPJIOM ‘uosJad-01-uosiad

'Sa|qe}aden pue Jajem

Ajjeroadss ‘pooy Jo

Jajem pajeulwejuod

‘sus|puey

p0o0} pa}oa4ul ‘SIBUBD

9Jeap|Iyd ur uowwod

'91n0J [eJ0—|B28)

"9PIMPJIOM ‘uosJad-01-uosiad
‘sjood

jue|d Jjamod 'SOYe| Ja}emysall

pue ‘sjood ur SuiwiIms

pajeuiolyoun woJ} 8insodxa

‘sguuds ‘uleiq ui eqoswe

10y ‘S9N 0} UoIjewojSue.}

‘soye| ‘4o1em uay} ‘wuoy axeja3ey}

JO saIpoq Aq xuAseydoseu

Jueugels ‘wiem 3y} Jo uonenauad

ur ‘[1os ay} juanbasqgns

UQ "SpIMpPJIOM Uim uoiejeyur [esen

*J9N8} pue ‘SuIlILOA
Jo easneu ‘uied
[euiwopge ‘eaylelp
—sIseipoJodso1dAio
:SwoydwAs
‘oewoldwAse usyQ

*JON3} pue ‘SuIHLOA
Jo easneu ‘uied
[euiwopge ‘eaylelp
—sIseipoJods01dAio
:SwoydwAs
‘onewoldwAse usyQ

‘shyijeydasusoguiusw

Jigaowe Alewid

‘so9)awedoloew

‘(wl g ‘pajejesepiq)
Salawes30Jo1w

‘uoziys ‘wr g 1 x Q1
9YI|LLLIOM :S}I0Z0JaW
pue 8j10zoJods ‘wl
G—¢ [eplosdijd :3sA200

suewny
‘J99p s|nwl
‘s3op ‘sasioy
‘s3i1d ‘daays
‘s1e03 ‘smo?

‘S9lawe3ooew

‘(wr G ‘paje|e3eliq)
salawedoJolw
Quoziys :wrl g T x QT
9YI|LLLIOM :S3)10Z0JBW
pue 8j10zoJods ‘wl

suewny G-¢ [eplosdi||@ :3sA200

"dds eqaoweyjuedy
Sa|quiasal
Ajjeroi3ojoydion
"9110zoydoJ} ay}

ur usas Jey} 03 [eanuspl
Jsowie sI jey} snsjonu
9|3uIs e aney S1sA)
"ujewolyo esayduad
Ou pue ‘awosohiey
93Je| ‘snajonu aj3uIs
Lpim egaowe wrl-gg—/
:S9)y0zoydos |
"9)e||o3ey pue 1sAd
‘eqaoLe SWIoj 994y |

uone1adan
3uiAedsp
‘J91eM |10

2 9dAy wnnied -9

1 9dAy wnaied
wniprodsoydAi)

Lig|moj eLig|Saep

133



134

Entamoeba

Figure 3-12
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From the standpoint of waterborne disease the organisms of greatest
importance are Entamoeba histolytica, Entamoeba dispar, Giardia lamblia, and
Cryptosporidium parvum.

Entamoebas are single-celled parasitic amoeboid protozoa. Trophozoites
range in size from 20 to 40 pm in diameter. Sporozoites are spherical cysts
measuring 10 to 16 wm in diameter with four nuclei, on rare occasions
as many as eight. The morphology of the nuclei is similar in both the
trophozoites and the sporozoites. Locomotion is rapid gliding, by means of
a single well-defined pseudopodium, often extended explosively, without
conspicuous differentiation between ecto- and endoplasm. It is fairly diffi-
cult to distinguish between the various species of Entamoeba, although such
speciation is important because only some species are pathogens.

Humans can be host to at least six species of Entamoeba in addition to
several amoebae belonging to other genera. However, only one species of
Entamoeba infecting humans is known to cause a serious disease, E. histolytica.
If untreated, infections of Entamoeba can last for years. Infection is often
asymptomatic. The most common symptoms to occur are vague GI distress
or dysentery (hence the name amoebic dysentery). Most infections occur in
the digestive tract, but other tissues may be invaded. The amoebae’s enzymes
help it to penetrate and digest human tissues, and it can also secrete toxic
substances. Complications include ulcerative and abscess pain and, rarely,
intestinal blockage. Onset time is highly variable. Severe ulceration of the GI
mucosal surfaces occurs in less than 16 percent of cases. In fewer cases, the
parasite invades the soft tissues, most commonly the liver. Only rarely are
masses formed (amoebomas) that lead to intestinal obstruction. Fatalities
are infrequent.

The life cycle of Entamoeba spp. is illustrated on Fig. 3-12. Infection
by Entamoeba spp. begins with the ingestion of mature cysts from fecally
contaminated food, water, or hands. Once they reach the small intestine,
the cysts excyst, releasing trophozoites, which migrate to the large intestine.
The trophozoites multiply by binary fission and produce cysts with protective
walls, which are passed in the feces. The cysts can survive a long time in the

Excystation
Cyst e Trophozoite
|« Passed in feces e Feeds
* Resistant * Moves
e Infective * Reproduces

Basic model of life cycle of protozoan parasites
transmitted by oral-fecal route. Encystment
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external environment and are responsible for transmission. In many cases,
the trophozoites remain confined to the intestinal lumen (a noninvasive
infection), which is typical of E. dispar. Individuals with infections of this
kind have no symptoms (asymptomatic carriers); however, cysts are still
passed in their stool.

In some patients the trophozoites invade the intestinal mucosa (intestinal
disease), resulting in amoebic dysentery. In other patients the tropho-
zoites also travel through the bloodstream to extraintestinal sites such as
the liver, brain, and lungs (extraintestinal disease), resulting in serious
complications.

In recent years invasive and noninvasive forms of the disease have been
associated with two separate species, E. histolytica and E. dispar. The two
species are morphologically indistinguishable.

In 1857, Loch demonstrated that amoeba can cause dysentery, naming
the organism Amoebae coli. In 1903, Schaudinn renamed the species that
caused the disease Loch studied to E. histolytica. It soon became evident
that the vast majority of persons infected with Entamoeba spp., did not show
the more serious conditions Loch spoke of, and in 1925 Brumpt suggested
that two species be considered, one that caused pathogenic infections (F.
histolytica) and another whose infections were not pathogenic (E. dispar). In
the last three decades of the twentieth century, a number of developments
made it clear that E. histolytica and E. dispar are very similar organisms but
with different virulence factors (Bhattacharya et al., 2000; Diamond and
Clark, 1993; Gilchrist and Petri, 1999; Jackson and Ravdin, 1996).

In recent years a new understanding of this organism has led to the
recognition that there are in fact two species within what has previously
been known as E. histolytica. Of these two organisms, E. histolytica is the
cause of all invasive disease while the other, E. dispar, is not capable of
invading tissue. These organisms were previously known as pathogenic E.
histolytica and nonpathogenic E. histolytica, respectively, and these names
will be encountered in the literature. The relative prevalence of these
two species is not yet fully known, but it is clear that in most parts of
the world E. dispar is easily the more common of the two. The two
species are morphologically identical, and differentiating between the two
is accomplished with relatively sophisticated methods: isoenzyme, antigen,
and/or DNA analyses.

Entamoeba infects predominantly humans and other primates. Other
mammals such as dogs and cats can become infected but usually do not
shed cysts (the environmental survival form of the organism) with their
feces and therefore do not constitute a significant reservoir leading to
transmission.

The disease has a worldwide distribution with a higher prevalence in
tropical and subtropical countries. Ten percent of the world population
carries either E. histolytica or E. dispar. The infection is not unusual
in the tropics and arctics or in any crowded situation with inadequate
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water treatment and sanitation/hygiene infrastructure in temperate zone
urban environments. Entamoeba spp. is also frequently diagnosed among
homosexual men.

Amebiasis is transmitted by fecal contamination of drinking water and
foods but also by direct contact with dirty hands or objects as well as by
sexual contact. Perhaps the most dramatic incident in the United States
was the Chicago World’s Fair outbreak in 1933 caused by contaminated
drinking water. Defective plumbing allowed wastewater to contaminate the
drinking water. There were 1000 cases and 58 cases were ultimately fatal.
In recent times, food handlers are suspected of causing many scattered
infections, but there has been no single large outbreak. In October 1983,
the Los Angeles County (California) Department of Health Services was
notified by a local medical laboratory of a large increase in the laboratory’s
diagnoses of intestinal amebiasis (E. histolytica infection). Thirty-eight cases
were identified from August to October. The laboratory staff estimated that,
before August, they had diagnosed approximately one E. histolytica infection
per month. A preliminary investigation failed to identify a common source
of the infection.

A pathogenic flagellated protozoa, G. lamblia, is one of the most primitive
eukaryotic, or nonbacterial, organisms. It does not have a typical endo-
plasmic reticulum or Golgi apparatus. The organism has no mitochondria.
This lack of mitochondria has been taken as evidence that these organisms
existed before the endosymbiosis event. The endosymbiosis event is an
important landmark in evolution, which is thought to have occurred 100
million years ago and to have created mitochondria. Organisms created
before that event do not have mitochondria. Although Giardia lacks these
organelles, it still has ways of accomplishing many of the functions these
organelles normally serve. Giardia has bilateral symmetry, a unique feature
among organisms at its evolutionary level.

Giardia can exist either as a sporozoite (a cyst) or a trophozoite. As a
trophozoite, it takes on a pear-shaped look from the front and a spoon-
shaped look from the side. It is about 10 to 15 um long and 4 to 8 um
wide. It is motile through the use of its flagellum, and its motion is similar
to that of a leaf falling or rolling around. The trophozoite has two nuclei
and eight flagella (four lateral, two ventral, and two caudal). The nuclei are
so placed that, along with the other characteristics of the organism, they
give it the appearance of a “monkey face.”” Another distinctive feature is
the special adhesion surface the organism uses to attach to the wall of the
intestine (like a suction cup). This adhesive disc is a sophisticated structure
with microtubules and microribbons that allow it to firmly attach to the
host organism.

As cysts, Giardia organisms take on an oval, ellipsoidal, or spherical shape
about 11 to 14 pm long and 7 to 10 pm wide. Cysts are not motile but do
include flagellar axonemes that lie diagonally across their long axis. When
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first formed, the cysts exhibit two nuclei, like the trophozoite. Mature cysts
include four nuclei, all displaced to one pole. The life cycle of G. lamblia
may also be described as shown on Fig. 3-12, except that it is not associated
with either of the invasive stages of infection associated with E. histolytica.

Members of the genus Giardia are found in colonies attached to the
intestinal linings of animals (trophozoite), in the feces of infected individ-
uals (cyst form), or in contaminated water (cyst form). They can survive
temperature extremes ranging from the internal temperature of an animal
body to freshwater down to 4°C.

The two stages in the life cycle of G. lamblia are well adapted to survival
in the environment. Exposure of cysts to gastric acid during their passage
through the stomach activates excystation, although the trophozoite does
not emerge from the cyst until it passes into the small intestine. The act
of emergence is triggered by the milder pH in the small ileum, the small
intestine just downstream of the bile ducts. The emerging parasite quickly
divides into two equivalent binucleate trophozoites that use their adhesion
surface or foot to attach to and colonize the small intestine. Trophozoites
use their four pairs of flagella to swim in the intestinal fluid and also to assist
in adhering to mucous strands. They also penetrate the mucous layer to
attach to intestinal epithelial cells via their unique adhesive disc. Few other
microbes normally colonize the complex and variable environment at the
upper end of the small intestine. Trophozoites may continue in the small
intestine for weeks to years; however, when they are carried downstream
by the flow of intestinal fluid, they take the form of a cyst, as they cannot
survive outside the host as a trophozoite.

Infection with G. lamblia causes diarrhea and abdominal pain and is
implicated in a chronic fatigue syndrome that is difficult to diagnose.
Giardiasis is an important contributor to the burden of human diarrheal
disease. Nonetheless, the basic biology of this parasite is not well understood.
Giardia lamblia trophozoites are not invasive and secrete no known toxin;
nevertheless, they are capable of causing severe and protracted diarrhea.
On the other hand, about half the persons infected with G. lamblia do not
exhibit any symptoms (are asymptomatic). Also, in normal persons, a G.
lamblia infection usually resolves spontaneously. Thus, both the duration
and symptoms of giardiasis vary in normal people.

There are many species of Giardia, and they are named based on
their normal host. Giardia lamblia (also called Giardia duodenalis) inhabits
humans, Giardia muris inhabits rodents, and Giardia ardeae inhabits birds.
Only G. lamblia can inhabit humans. Parasites from one animal typically
exhibit a high degree of host specificity; that is, they cannot infect other
animal hosts. For example, humans are not infected by G. muris. However,
some strains appear to be able to infect more than one host. Specifically,
there is evidence to suggest that G. lamblia can infect beavers and possibly
muskrats as well as humans, making all of these a possible reservoir for
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the organism. Other reservoirs of Giardia capable of infecting humans are
calves and other agricultural animals.

Giardia lamblia causes intestinal infection throughout the world. In both
industrialized and developing countries, endemic giardiasis is an important
cause of illness in children and adults. Giardia lamblia cysts have been
identified in persons with gastroenteritis numerous times, they are always
present in wastewater and, despite the poor quality of analytical procedures,
are regularly found in surface water supplies as well. Giardia lamblia has
also been tied to several outbreaks of waterborne disease around the world.
Clearly G. lamblia is a pathogen of concern in drinking water treatment.
As mentioned earlier, the organism was the principal target of the U.S.
EPA’s original Surface Water Treatment Rule (U.S. EPA, 1989). However,
G. lamblia is endemic through both the developed and the developing
world and water treatment, while a necessary measure for controlling major
outbreaks, will not eliminate the disease entirely. Based on endemic levels
in both animal and human populations, this disease organism is likely to
be around for a long time.

Cryptosporidium parvum is a single-celled protozoan and an obligate intracel-
lular parasite. It infects the epithelial cells on the intestinal wall and travels
from one host to the next as an oocyst, excreted in the feces. The infectious
agent, or oocyst, is about 3 to 7 um in diameter, about half the size of a
normal red blood cell.

The life cycle of C. parvum is illustrated on Fig. 3-13. It is much more
complex than the life cycles of the protozoa discussed in the preceding
sections because it involves both sexual and asexual developmental stages.
Development begins with the ingestion of the sporulated oocyst, the resis-
tant stage found in the environment. Each oocyst contains four infective
sporozoites. Sporozoites exit from a suture located along one side of the
oocyst. The preferred site of infection is the ileum, the small intestine just
downstream of the duodenum and the bile ducts. Sporozoites penetrate
individual epithelial cells in this region. The parasites were once thought to
just attach to the outside surface of the epithelial layer, but it is now known
that they establish themselves inside a membrane containing a thin layer
of host cell cytoplasm on the surface of epithelial cells. A unique attach-
ment/feeder organelle, plus accessory foldings of the parasite membranes,
develops at the interface between the parasite proper and the host cell
cytoplasm. This organanelle is called a mermont. Multiple fission occurs,
resulting in the formation of eight merozoites within the mermont. Once
the mermonts reach maturity, they rupture open, freeing the merozoites.
The merozoites are very similar in appearance to sporozoites but represent
a different stage of development. Like the sporozoites before them, the
merozoites penetrate new cells where they also form additional mermonts.
In fact, some merozoites develop into mermonts of exactly the same type
as the sporozoites, with the same outcome. Others form a mermont that
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matures in a different way. This second type of mermont (Type II mer-
mont) contains only four merozoites, unlike the Type I mermonts, which
contain eight. When these four Type II merozoites are released, they form
two different sexes. Some enter cells, enlarge, and form macrogametes.
Others enter cells, undergo multiple fission, and form microgametocytes,
which mature to contain 16 nonflagellated microgametes. When they reach
maturity, the microgametocytes rupture, releasing microgametes that then
seek out and penetrate the macrogametes, mating and forming a zygote. As
the zygote matures, a resistant oocyst wall forms around them. Some form
a thin wall and others a very thick protective wall. Inside the zygote, meiosis
occurs, and four sporozoites are formed in the process. Most of the thin-
walled oocysts excyst and continue the cycle in the gut. The thick-walled
oocysts are passed into the environment in the feces.

The genus Cryptosporidium is a member of the family Cryptosporidiidae,
which is assigned to the order Eucoccidiorida and to the phylum Apicom-
plexa. The parasite infects a wide range of vertebrates, including humans.
The species C. muris infects the gastric glands of rodents and several other
mammalian species but, under normal circumstances, not humans. The
species C. parvum, however, infects the small intestine of an unusually wide
range of mammals, including humans. It is a zoonotic species and is the
agent that causes cryptosporidiosis in humans. Although numerous other
species of the genus have been described over the years, the majority of
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Figure 3-13

Life cycle of C. parvum.
(Courtesy of the National
Centers for Disease
Control and Prevention,
National Center for
Infectious Diseases.)
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those reported from mammals are synonyms of C. parvum. There do appear
to be a number of genotypes of C. parvum that are more specialized.

Two genotypes of the C. parvum species are of special interest. So far
genotype 1 (sometimes labeled genotype H for “human’’) has only been
found to infect humans. Genotype 2 (or genotype C for ““calf’’) occurs in
a wide range of animals, including humans. Genotype 1 tends to be more
aggressive in humans. Genetic markers on different chromosomes reveal
there is little or no mixing between the genotypes, suggesting that these
may actually be two separate species that possess the same morphology.
The two isolates have a very different host range, but, at the present time, it
is not known if they cause different pathology. Either genotype may cause
an outbreak; however, preliminary information suggests that genotype 1 is
predominant in human infections, including all seven isolates examined in
the 1993 outbreak in Milwaukee.

Although there has been recent success in culturing genotype 1 in piglets
and genotype 2 in vitro, virtually all the available data on infectious dose,
disinfection resistance, and removal requirements are based on genotype
2 grown in calves. The inability to continuously propagate C. parvum
in vitro is probably the most significant obstacle to developing a better
understanding of the organism. Although genotype 2 isolates can be and
have been maintained in calves, in vivo propagation is costly and the
separation of the oocysts from the rest of the fecal matter is labor intensive.
As a result, information on C. parvum in general and of the genotype 1
subgroup in particular is limited.

Symptoms of cryptosporodiosis include diarrhea, a loose or watery stool,
stomach cramps, an upset stomach, and a slight fever. A number of persons
who are infected have no symptoms (i.e., are asymptomatic). Cryptosporidium
isa common cause of human diarrhea, although less common than diarrhea
caused by human viruses. Severe infections are more common in the young,
both in animals and in humans. However, people of all ages are susceptible.
Childcare centers, with a large susceptible population, frequently report
outbreaks.

Symptoms generally begin between 2 and 10 days after being infected.
The intestinal disease is self-limiting in most healthy individuals, with watery
diarrhea lasting between 2 and 4 days, the rest of the symptoms lasting no
more than 2 weeks. In some outbreaks at childcare centers, diarrhea can
persist for nearly a month. Occasionally the patient appears to improve for
a few days, then gets worse again, before the illness finally ends.

The widespread use of highly active antiviral therapy (HAART) for
patients with HIV, in particular combination therapy with protease
inhibitors, has led to an overall decline in the incidence of opportunistic
illnesses in persons with HIV infection. Despite this decline, cryptosporid-
iosis in persons with acquired immunodeficiency syndrome (AIDS) is still
common. It is unlikely that HAART will be available to the vast majority of
persons with HIV infection who live in countries that cannot afford these
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expensive therapies. In the end, a healthy immune system is the only truly
effective means of eliminating the parasite.

Some data is available on infectious dose of C. parvum. So far these
studies have been conducted on the Type 2 organism. The range of the
dose to cause infection in 50 percent of the subjects (ID5g) reported in
these studies is from 9 to 1042 oocysts (Okhuysen et al., 1999). Considering
that such a high fraction of the isolates from humans have been Type 1,
it seems likely that the infectious dose for this organism is on the low end
of this range (i.e., C. parvum is an effective infectious agent). A conclusion
that is consistent with the organism’s weak immune defense is explained in
the following paragraph.

Cryptosporidium appears to make little effort to evade the immune system
of the host. Many of the surface proteins, glycoproteins, and phospholipids
of Cryptosporidium are of such a nature that they stimulate the immune
system, and many molecules on the surface of both sporozoites and mero-
zoites will react with two or more different immune responses. To succeed,
Crytposporidium must develop rapidly and swamp the intestine with oocysts.
In fact, the infectious nature of this parasite is such that, if its stay in
the body were prolonged, it would Kkill the host through dehydration and
electrolyte imbalance. This sort of activity might eliminate the host species.
Given Cryptosporidium’s excellent ability to survive outside the host, evolu-
tion favors the strains of Cryptosporidium that can get in and get out again
quickly, generating a lot of oocysts in the environment without seriously
damaging the host.

As the first case of cryptosporidiosis in humans was reported in 1976,
Cryptosporidium can be considered an emerging pathogen. Since then it
has been recognized as a major cause of GI illness worldwide, especially
in developing countries and among the immunocompromised. Outbreaks
of cryptosporidiosis have been reported in several countries, the most
remarkable being a waterborne outbreak in Milwaukee in 1993 that affected
more than 400,000 people (Edwards, 1993). Enough surveys have been
conducted to gain some idea about prevalence of the parasite among
different portions of the human population. Somewhere around 0.4 percent
of the U.S. population appears to be passing oocysts in their feces at any
one time. Of those patients admitted to U.S. hospitals for diarrhea, 2 to 2.5
percent are reported to pass oocysts. However, the seroprevalence in the
population appears to be much higher. Between 30 and 50 percent of the
U.S. population have antibodies to C. parvum. In developing countries, this
measure is higher, between 60 and 85 percent of people in these regions of
the world testing positive for C. parvum antibodies.

The ability of C. parvum to infect such a broad spectrum of warm-blooded
animals gives it a tremendous advantage in evolutionary competition.
Consider that C. parvum Type 2 infects not only humans but also cows,
goats, sheep, pigs, horses, dogs, and cats—even wild animals, such as the
mule deer. A high environmental concentration of oocysts is expected,
given the survival characteristics and broad range of hosts.
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However, the numbers of Cryptosporidium oocysts reported by various
groups from public water samples are not reliable (neither precise nor
accurate). Concentration techniques for oocysts in environmental samples
are poor, resulting in underestimates, and detection methods often cross-
react with algae or other debris, potentially resulting in overestimates.
Numerous species and strains of Cryplosporidium incapable of infecting
humans occur in the environment and may cross-react in diagnostic tests.
As a result, laboratories performing diagnostic testing on Cryptosporidium
oocysts in water have widely varying degrees of reliability (precision and
accuracy). Finally, today’s methods are not capable of estimating oocyst
viability. Many oocysts detected are probably not viable due to age, freezing,
sunlight, or other environmental effects that have inactivated them.

Cryptosporidium is primarily transmitted from one individual to the other
by the fecal-oral route. Oocysts may be found in soil, food, water, or
surfaces that have been contaminated with the feces from infected humans
or animals. The disease is not spread by contact with blood. As demon-
strated by the experience in Milwaukee, but also in many other instances,
cryptosporidiosis can be a waterborne disease. Eliminating this route of
exposure is important because other measures for controlling the disease
cannot succeed if the drinking water route is available. Moreover, as with
other organisms, ready transport through the drinking water enables more
debilitating forms of the disease to spread more effectively. For example,
as better water treatment becomes available, it may be found that Type 1
C. parvum is isolated less frequently. However, cryptosporidiosis is the sort
of disease that will never be controlled by water treatment alone for the
following reasons: (1) unlike many waterborne diseases, it has a large reser-
voir of infections in the nonhuman mammal population; (2) C. parvum has
a low infectious dose; it develops a number of asymptomatic carriers who
can expose the rest of the population during their period of patency, the
period of time when the infected person sheds oocysts in his or her feces;
and (3) itis already clear that there are essentially permanent reservoirs in
the human population, such as childcare centers, that water treatment will
not address.

Entamoeba histolytica, G. lamblia, and C. parvum are well-established causes of
waterborne disease, and all three are a potential risk throughout much of
the globe. Balantidium coliis also a waterborne pathogen of the conventional
fecal-oral route. It is normally associated with exposure to pig wastes
contaminating the water supply and is thus a zoonotic disease. The disease
is often asymptomatic or takes the form of a mild amoebic dysentery.
In immunosuppressed persons, the disease is likely to be more serious.
Waterborne outbreaks are rare, but effective water treatment can play an
important role in reducing the risks from this route.

Acanthamoeba castellani and Naegeria fowleri are both opportunistic
pathogens that are virtually ubiquitous in the aquatic environment. These
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are not pathogens of the fecal-oral route and the GI system is not their
primary target. In both cases, serious infections can occur that involve the
central nervous system. Acanthamoeba, which is ubiquitous in water, soil,
dust, and so on, can result in serious infections for persons using contact
lenses but not practicing adequate hygiene. It is not clear that drinking
water treatment has much of a role to play in controlling either of these
two organisms.

3-6 Helminths of Concern in Drinking Water

Parasitic worm infections are not a widespread problem in the United
States. However, some types do still regularly occur, particularly in south-
eastern United States. Ascariasis, an infection of the small intestine, occurs
worldwide and is still relatively common, especially among children in the
southern United States. In more tropical countries and/or in countries
with less developed wastewater treatment systems or sanitation practices,
certain types of helminth infections are endemic. Schistosomiasis, a disease
caused by Schistosoma infections of the liver or urinary system, is endemic
in parts of Africa and also occurs in the Arabian peninsula, South America,
the Middle East, India, and Asia. Fortunately, human schistosomiasis has
been eliminated in the continental United States.

Transmission of helminths occurs in a variety of ways: via contaminated
drinking water or vegetables and through body contact with contaminated
irrigation water, biosolids, and/or soils. Information on some of the com-
mon helminths in the United States and worldwide is summarized in
Table 3-9. The primary mode of control is through effective treatment
and disposal of wastewater or human feces. If contamination of a drinking
water supply does occur, conventional treatment will generally remove the
helminth eggs, which are denser than water and larger than filter pores.
However, some of the adult worm stages can pass through the pores of fil-
ters. For schistosomiasis, control of the intermediate snail host population
can be effective.

3-7 Algae of Concern in Drinking Water

Algae play an important role in the rivers, reservoirs, and lakes that serve as
surface water supplies, playing a role in the cycling of nutrients, serving as
part of the food chain, and influencing the water’s flavor. A few algae are
pathogenic to humans, producing endotoxins that can cause gastroenteritis.
Still others interfere with treatment plant operations, specifically with filter
operations.

Discussion of algal roles in nutrient cycling and as the basis of food
chains is outside the framework of this text. Complete descriptions of these
roles can be found in limnology texts such as Horne and Goldman (1994)
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Characteristics of helminths that infect humans

Agent

Ascaris
lumbricoides
(intestinal
roundworm)

Schistosoma
mansoni, S.

haematobium,

S.
intercalatum,
S. japonicum

Various
schistosomes

Necator

americanus or

Ancylostoma
duodenale
(hookworm)

Strongyloides
stercoralis

Trichuris
trichiura
(whipworm)

Hosts

Humans.

Humans,
domestic
animals, and
rats serve as
primary hosts;
snails act as
necessary
intermediate
hosts.

Birds and
rodents;
humans are
nonnormal
hosts.

Humans.

Humans and
possibly dogs.

Humans.

Disease

Ascariasis: moderate
infections cause digestive and
nutritional problems,
abdominal pain, and vomiting;
live worms passed in stools
or vomited; serious cases
involving liver can cause
death.

Schistosomiasis: a debilitating
infection where worms inhabit
veins of host, chronic
infection affects liver or
urinary system.

Schistosome dermatitis
(swimmer's itch): local skin
dermatitis caused by
penetration of larvae; larvae
die in skin.

Ancylostomiasis: hookworm
disease; debilitating disease
associated with anemia;
heavy infestations can result
in retardation; slight infections
produce few effects.

Strongyloidiatis: intestinal
infection causing cramps,
nausea, weight loss, vomiting,
and weakness; rarely results
in death.

Trichuriasis: a nematode
infection of the large intestine;
often without symptoms.
Heavy infestations result in
abdominal pain, weight loss,
and diarrhea.

Transmission

Ingestion of infected
eggs from soil,

salads, and vegetable

contaminated with
eggs from human
feces.

Water infected with

larvae that develop in

snails; penetration
through human skin;
eggs excreted via
urine or feces and
larvae develop in
water and reinfect
snails.

Same as previous
entry.

Eggs from deposited

feces develop into

larvae that penetrate

the skin;

Ancyclostoma can be

acquired orally.

Larvae in moist soils

with fecal
contamination
penetrate skin and
reach digestive
system via venous
and respiratory
system.

Ingestion of eggs in

soil and/or vegetables

contaminated with
fecal material.

Occurrence

Worldwide:
especially in moist
tropical areas,
where prevalence
can exceed 50%;
in the United
States disease is
most common in
the south.

Africa, Arabian
peninsula, South
America, Middle
East, the Orient,
parts of India; in
the United States
immigrants from
Middle East may
carry disease.

Widely distributed
but only locally
endemic.

Widely endemic in
moist tropical and
subtropical areas
where disposal of
human feces not
adequate.

Similar distribution
to hookworm.

Worldwide:
especially in warm,
moist environments.
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and Wetzel (2001). The following sections provide an introduction to
algal ecology and nomenclature and discuss algae impacts on lake trophic
status, taste, and odor and summarize what is currently known about algal
endotoxins and indicate some of the problems algae may cause in treatment
plant filter operations.

Algae have limited ability to move themselves. Some use flagella or buoyancy
mechanisms to achieve limited mobility, a few filamentous forms inhabit
shorelines, and some others attach to bottom substrates. However, most are
free floating but tend to sink because they are slightly denser than water.

Certain groups of algae, so identified in the past, have been reclassified,
based on modern methods of taxonomic analysis. For example, blue-
green algae are now classified as cyanobacteria (see Fig. 3-1). Some of the
flagellated algae are grouped with the protozoa. All algae, however, are
photoautotrophic, using photosynthesis as their primary mode of nutrition
and as the basis for synthesis of new organic matter.

The most common algal groups and various members of interest to the
water quality engineer are summarized in Table 3-10.

The trophic level, or fertility, of a body of water refers to the amounts of
nutrients and organic matter being cycled through it. An oligotrophic lake is
one with a low level of nutrients and organic matter. Often the water in such
lakes appears clear and free of plant life. Mesotrophic refers to a moderate
amount of nutrient input with correspondingly moderate amounts of plant
and animal life. A eutrophic lake is one through which large amounts of
nutrients and organic matter are being cycled and that supports substantial
plant life.

Progression of a lake from oligotrophic to eutrophic is a natural occur-
rence. In principle, every lake eventually becomes filled with organic
sediments and plants and becomes dry land. With little external input, such
a progression occurs over a long time frame. When nutrient inputs are
higher, eutrophication will occur more rapidly.

Algae speciation at these differing trophic levels is largely dictated by each
strain’s nutrient uptake capabilities and requirements. Some of the major
algae groups that might be expected to occur under a given trophic level and
set of water characteristics are described in Table 3-11. Seasonal variation in
populations, micronutrient levels, and predator-grazing intensity will create
shifts in these general trends, but they are useful as a baseline.

It is important to recognize that algae are not responsible for a lake’s
trophic status. They are merely an indication of the degree of fertilization
that has been occurring. Thus, applying copper sulfate to reservoirs to
control algae blooms, while it may work in the near term, does not arrest
the long-term trend. However, controlling inputs of nutrients such as
nitrogen and phosphorus can act to slow the eutrophication process.
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Table 3-10
Common algal groups and cyanobacteria and representative members
Common

Group Name Designation Representative Members

Bacillariophyta Diatoms Asterionella, Diatoma cyclotella,
Fragilaria navicula, Melosira,
Synedra, Tabellaria

Chlorophyta Green algae Chlamydomonas, Oocystis
Scenedesmus, Selenastrum,
Sphaerocystic, Ulothrix, Volvax

Chrysophyta Golden algae Chrysosphaerella, Dinobryon

Cynanobacteria Blue-green Anabaena, Anacystis (Microcystis),

algae? Aphanitomenon, Oscillatoria,

Spirulina

Dinophyta Dinoflagellates Ceratium, Gonyaulax, Noctiluca,
Peridinium, Pfiseteria

Euglenophyta Euglenas Euglena, Trachelomonas

Phaeophyta? Brown algae Macrocystis pyrifera, Sargassum,
Turbinaria

Rhodophyta® Red algae Chondrus, Corallina, Polysiphonia,

Porhyra

2Commonly known and identified as blue-green algae, these organisms are now classified as
cyanobacteria, based on their taxonomic characteristics. They are included in the above listing
because of common usage.

bPrimarily marine algae.

Source: Adapted in part from Wetzel (2001), Hutchinson (1957), and Internet sources.

Various measures, including analyses of nitrogen and phosphorus, algae
activity or productivity, organic carbon, and so on, are used to gauge lake or
reservoir trophic status. The ranges of values likely to be cited in identifying
such status are summarized in Table 3-12. The first four measures presented
in Table 3-12 provide an overall indication of algal activity. Identifying the
dominant phytoplankton groups may provide an indication of trophic
status. The total phosphorous and total nitrogen measures provide a fairly
direct indication of lake productivity, while the remaining three measures,
light extinction, TOC, and inorganic solids, are measures that correlate
with lake productivity as well as other factors.

Algal blooms are localized proliferations of algae that occur during periods
of optimal growth and reduced grazing pressure. When certain microalgae
(especially cyanobacteria) reach high abundance in these blooms, the
bloom can take on a harmful character. These microalgal species are a
small proportion of nature’s repertoire, but they are capable of producing
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Characteristics of common major algal associations of phytoplankton in relation to increasing lake

fertility
General
Lake
Trophy

Oligotrophic

Mesotrophic
or entrophic

Eutrophic

aBlue-green algae are now classified as cyanobacteria.

Water
Characteristics

Slightly acidic; very low salinity

Neutral to slightly alkaline;
nutrient-poor lakes

Neutral to slightly alkaline;
nutrient-poor lakes or more

productive lakes at seasons of

nutrient reduction

Neutral to slightly alkaline,
nutrient-poor lakes

Neutral to slightly alkaline,

generally nutrient poor, common

in shallow Arctic lakes

Neutral to slightly alkaline, annual
dominants or in eutrophic lakes

at certain seasons

Usually alkaline lakes with
nutrient enrichment

Usually alkaline, nutrient
enriched, common in warmer

periods of temperate lakes or
perennially in enriched tropical

lakes

Source: Hutchinson (1957).

Dominant Algae

Desmids, Staurodesmus,
Straurastrum

Diatoms, especially
Cyclotella and Tabellaria

Chrysophycean algae,
especially Dinobryon, some
Mallomonas

Chlorococcal Oocystis or
chrysophycean
Botryoccocus

Dinoflagellates, some
Peridinium, and Ceratium
Spp.

Dinoflagellates, some
Peridinium, and Ceratium

spp.

Diatoms much of the year,
especially Asterionella spp.,
Fragilaria crotonensis,
Synedra, Stephanodiscus,
and Melosira granulata

Blue-green algae, especially
Anacystis (Microcystis),
Aphanizomenon, Anabaena?

Other Commonly
Occurring Algae

Sphaerocystis,
Gloeocystis,
Rhizosolenia, Tabellaria

Some Asterionella spp.,
some Melosira spp.,
Dinobryon

Other chrysophyceans,
e.g., Synura, Uroglena;
diatom Tabellaria

Oligotrophic diatoms

Small chrysophytes,
cryptophytes, and
diatoms

Glenodinium and many
other algae

Many other algae,
especially greens and
blue-greens during
warmer periods of year;
desmids if dissolved
organic matter is fairly
high

Other blue-green algae?;
euglenophytes if
organically enriched or
polluted
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noxious or toxic substances that can cause a variety of adverse effects,
including food web disruption, animal mortality, and significant human
health risk through the consumption of contaminated food and, in at least
one case, direct exposure to water or aerosols containing them (Caron
etal., 2010). Additionally, in the ocean, the algal biomass itself can be a sig-
nificant desalination issue, impacting the pretreatment systems and forcing
treatment plants to be taken off-line. Blooms of this kind are referred to as
harmful algal blooms (HABs). An example of the significance of HABs was
the poisoning of cattle and wildlife or contamination of drinking water sup-
plies by blue-green algal toxins from Nodularia spumigena (brackish water)
and Anabaena circinalis and Microcystis aeruginosa (freshwater) (Hallegraeff,
1992).

For marine waters, the level of concern regarding HABs has reached a
point in the United States where legislation was passed to support research
into the problem (HABHRCA, 1998), research that contributed to the
development of policies to protect from the adverse effects of coastal
HABs (HABHRCA, 2004). No similar strategy exists for freshwater HABs
(Hudnell, 2010), buta special White House paper was developed examining
the problems of freshwater HABs (Lopez et al., 2008). A comprehensive
understanding of the role harmful algal blooms may play in drinking water
supplies is not yet available. Information on their health significance can
be obtained from the CDC.

Algae that pass through preliminary treatment processes and become
trapped among the spaces in a filter bed can cause gradual or rapid loss of
head. Although effective coagulation and sedimentation can remove up to
90 or 95 percent of the incoming algae, the remainder may be sufficient to
significantly shorten filter runs, even to the extent that the amount of water
required to backwash the filter is greater than the amount of filtered water
produced.

Nuisance filter-clogging algae include diatoms whose rigid cell walls
prevent easy passage through filter media. Common problem diatoms
include Asterionella, Fragillaria, Tabellaria, and Synedra. Various members of
the blue-green algae, the green algae, and the golden browns also cause
problems. Palmella, one of the green algae, forms copious mucilaginous
material around its cells and literally gums up the filter bed. Some of the
more common filter-clogging algae are illustrated on Fig. 3-14.

Enumeration of algae within a water supply can be useful in a variety of
contexts. Maintaining regular records of numbers of taste and odor algae
can aid a water supply manager in determining when potential problems
are likely to occur. The total area, or volume, of algae, especially of diatoms,
can aid in establishing a relationship between phytoplankton and length of
filter runs. For recreational reservoirs, keeping track of the trophic status
via measurement of indicator algae or other parameters (see Table 3-12)
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Anacystis
Dinobryon
Tribonema
Chlorella
Synedra Closterium
Melosira Rivularia
Cyclotella
Tabellaria
Navicula
Spirogyra
Oscillatoria Asterionella
Trachelomonas
Fragilaria
Anabaena .
Diatoma

Figure 3-14

Cymbella

Palmella

Filter-clogging algae (linear magnification in parentheses) (Palmer, 1959): Anabaena flos-aquae (500); Anacystic dimidiata
(1000); Asterionella formosa (1500); Chlorella pyrenoidosa (5000); Closterium moniliferum (250); Cyclotella meneghiniana
(1500); Cymbella ventricosa (1500); Diatoma vulgare (1500); Dinobryonsertularia (1500); Fragilaria crotonensis (1000);
Melosira granulata (1000); Navicula graciloides (1500); Oscillatoria princeps (top) (250), O. chalybea (middle) (250), O.

splendida (bottom) (500); Palmella crebea (1500); Tribonema bombycinum (500).
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can help determine appropriate levels of usage for the reservoir. Finally,
scanning for wastewater organisms can identify problems of contamination.
Over the years, methods for measuring algal concentrations have changed.
Before 1970, the standard areal unit was the dominant method for present-
ing algae concentrations. Since that time, total count and measurements of
chlorophyll a have become the dominant methods used. Of these, chloro-
phyll a is probably the most widely supported. Unfortunately, the methods
for measuring chlorophyll a are not well standardized. While it is important
to use standard methods so that results can be compared with other utilities
to benchmark experience, where algae are concerned, it is perhaps even
more important to use consistent methods from season to season or from
year to year so that useful comparisons can be made with past experience.
Utilities considering changing their methods for algae enumeration should
run both the old and new methods in parallel for several seasons or until
there is an adequate tie with past experience.

As summarized by Palmer (1959), an adequate routine procedure for
treatment plants using surface water supplies would include regular inspec-
tion of the raw-water supply, treatment plant, and distribution system for
attached growths, floating mats, and blooms. In visible growths, identifi-
cation and enumeration of dominant organisms should be made. Regular
plankton analyses of water samples from these areas should also be made.
When supplemented with physical and chemical water quality data, a useful
record of algal activity and/or problems can be established.

3-8 Assessing the Presence of Pathogens in Source Water

One of the most important elements of assessing the viability of a potential
water source is collecting and analyzing water samples to gain an under-
standing of the potential presence or absence of pathogens. Over the past
150 years, our understanding of waterborne pathogens has grown and so
has our ability to monitor for indicators of their presence. While progress
has been made and new techniques continue to become available, our
ability to discern the presence or absence of pathogens still fall short of
what we would like to achieve, hence conservative treatment measures are
often applied. Coliform bacteria are one of the most widely used indicators
of microbiological contamination of source waters, but have a number of
limitations. More recently, efforts have been made to include monitoring
for Cryptosporidium into the framework of assessing the treatment require-
ments for a particular source water. These topics, as well as the impact of
viable but not culturable bacteria, are discussed in this section.

For the first hundred years following Snow’s discovery, the public health
community placed particular emphasis on controlling the transmission of
waterborne bacterial enteric diseases through the drinking water supply,
especially cholera and typhoid fever. As high as the infectious dose is for
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these organisms (see Fig. 3-6), it is still low enough that directly monitoring
for their presence or absence in drinking water was unlikely to achieve a
satisfactory outcome. As a result, efforts were made to develop an index of
contamination. The index developed was based on E. coli, a small bacillus
discovered by Escherich (1885) of Germany. Escherichia coli is plentiful in the
feces of warm-blooded animals, approximately 1 billion per gram. Not long
thereafter, Theobald Smith, with the Department of Health for the State of
New York, used fermentation culture tubes to develop a presumptive test
for the coliform group, of which E. coli is an important member (Smith,
1893). Shortly thereafter, the State of New York employed the technique to
demonstrate that fecal contamination of the Mohawk River, a tributary of
the Hudson River, had caused typhoid fever in persons drinking water from
the Hudson downstream of the confluence of the two rivers (Mason, 1891).
In 1914, the U.S. PHS used Smith’s fermentation tube test to set a
standard requiring that drinking waters show evidence that members of
the coliform group were not present. Technically speaking, the U.S. PHS
standard was only applied to waters transported across state boundaries,
but before long the test became a standard across the United States
[American Public Health Association (APHA), 1965]. In the early 1940s,
researchers at the U.S. PHS published two landmark articles demonstrating
that E. coli densities in wastewater were correlated with those of waterborne
pathogens (Kerr, 1943) and that E. coli is more resistant to disinfection
and environmental exposure than several other pathogens (Wattie and
Butterfield, 1944). This work greatly solidified the role of the coliform
index as a means of confirming that a raw-water supply was not impacted
by wastewater and also for determining if treatment had been successful.
As soon as the germ theory of disease became widely accepted and
scientists began to use light microscopes to identify the bacteria causing
disease, it became evident that certain diseases were caused by organisms
that were notvisible, even to the light microscope. For example, it had long
been recognized that poliomyelitis was transmitted via the fecal—oral route.
In the 1940s, several investigators confirmed that the virus responsible for
this disease could be found in wastewater (Kling et al., 1942; Melnick, 1947;
Paul et al., 1940; Trask and Paul, 1942). As early as 1945, an epidemic of
infectious hepatitis was attributed to contaminated drinking water (Neefe
and Strokes, 1945). Though the proposition that viruses are a cause of
waterborne disease was not widely accepted at the time, it gradually became
so, and by the mid-1960s a review of waterborne outbreaks of disease cited
50 outbreaks of infectious hepatitis and 8 outbreaks of polio during the
period of 1946 through 1960 (Weibel et al., 1964). About that same time it
also became clear that, outside of the host, viruses are not living organisms
and do not have metabolic activity. This supported earlier observations
that, under certain conditions, viruses can survive in the environment
much longer than members of the coliform group (Neefe and Strokes,
1945). This observation raised serious questions about the suitability of



3-8 Assessing the Presence of Pathogens in Source Water

coliform as an indicator. The presence of coliforms could still be taken as
an indicator of contamination, but the absence of coliforms could not be
taken as assurance that the water was uncontaminated.

During the last two decades of the twentieth century, the protozoa
G. lamblia and C. parvum were also identified as waterborne pathogens.
These organisms form cysts (Giardia) or oocysts ( Cryptosporidium) that sur-
vive much longer in the environment and show much greater resistance
to virtually all chemical disinfectants, particularly free and combined chlo-
rine. Some strains of these organisms are also zoonotic; that is, they are
pathogenic to humans and can proliferate in other animals as well. Because
G. lamblia, C. parvum, and other zoonotic pathogens can be present in
source waters that have no exposure to wastewater, these organisms further
undermine the utility of the coliform index. Today, the measurement of
coliforms is still valuable, but it must be supplemented by other measures
of microbiological safety.

From the beginning it was recognized that the coliform group included
organisms that are not of fecal origin. As a result, methods continuously
evolved to be more specific for the original target organism. A couple
of the most significant developments were the fecal coliform test (Gel-
dreich, 1966) and the MUG (a growth medium, 4-methylumbelliferyl-f
-D-glucuronide) test (Shadix and Rice, 1991). The fecal coliform test uses
higher temperatures to select for thermotolerant members of the coliform
group, eliminating those that cannot survive in the warm conditions of the
mammalian gut. The MUG test specifically identifies E. coli itself, based on
the action of the enzyme B-glucuronidase.

Finally, even the suitability of E. coli has been questioned in certain
tropical climates where natural environmental conditions are occasionally
adequate to support the organism’s growth in the natural environment
(Bermudez and Hazen, 1988; Fujioka et al., 1999; Hardina and Fujioka,
1991; Hazen et al., 1987).

The U.S. National Academy of Sciences (NAS) recently reviewed the indi-
cator issue (NAS, 2004), and it concluded that no one indicator organism
could be found that is suitable for all the purposes for which the coliform
organism has been employed in the past. Rather the NAS recommended
that a phased approach of flexible design be employed where a separate
indicator or indicator system would be used for each circumstance. For
example, E. coli might still be used in temperate climates as an indicator of
contamination with fecal bacteria, butin tropical climates the results should
be corroborated with another indicator such as C. perfringens (Fujioka, 2001;
Fujioka et al., 1999). Moreover, the absence of E. coli cannot be taken as
proof that source water is safe. Other indicators must be used to confirm
the absence of more long-lived contaminants such as the viruses, cysts, and
spores. In a similar fashion, whereas the presence of E. coli can be taken as an
indication of fecal contamination in groundwaters, coliphage (a virus that
infects E. coli) should also be sampled so that viruses, which are known to
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have longer survival in groundwater, can be detected. Whereas the absence
of E. coli can be taken as confirmation of the performance of advanced
wastewater treatment in removing bacteria, the absence of coliphage could
also be a useful component of an indicator system designed to evaluate
the removal of viruses by processes such as membrane filtration or reverse
osmosis (Adham et al., 1999). The NAS also discussed the application of
biomolecular methods and raised the possibility that, with further develop-
ment, these could lead to direct monitoring of the pathogens themselves.
These monitoring systems show the promise of significantly reducing the
response time required for obtaining an answer, but at the present time
most are only suitable for analyzing a very small sample size. A great deal of
research remains to be done on the question of concentrating samples so
that pathogens can be detected at low concentrations.

When van Leeuwenhoek first observed microorganisms in the seventeenth
century, those that were in motion were obviously alive. For those that did
not move, more information was required. Since the work of Pasteur and
Koch in the late nineteenth century, growth-in-culture techniques have
been the gold standard for evaluating the presence of viable organisms. In
recent years, however, there has been increasing discussion of the concept
of viable but nonculturable bacteria. The term, ‘‘viable but nonculturable’’
(VBNC) was first introduced by Oliver (Oliver, 1993; Oliver et al., 1991)
to describe organisms that are alive but cannot be cultured in a laboratory
using current techniques. A long-standing need in microbiology is a tech-
nique for a broad-spectrum measure of the total microbiological burden in
the water (i.e., a total count of viable organisms).

When faced with the challenge of finding the total count of viable organ-
isms, traditional culture-based methods have a serious, long-recognized
shortcoming. The media used to support growth are inherently selective,
that is, only a subset of the population of ‘“‘viable’” organisms will grow on
any one media, at any one temperature. In fact, some culture-based meth-
ods are specifically designed to be highly selective, targeting one particular
organism or group of organisms (e.g., the MUG method for E. coli) while
others are designed to target a broad group of organisms (e.g. the methods
for heterotrophic plate count). But no single culture method is suitable for
a total viable count and some viable organisms have never been successfully
grown in culture.

Others also argue that some bacteria can be present in the environment
in a dormant or vegetative state and, though they may be sufficiently viable
to reproduce over adequate time under the right conditions (e.g., in a
host), they may not respond in culture, even when the culture techniques
are those that are commonly used to detect their presence.

There is little controversy on the first point, that culture-based techniques
are inherently selective and, as a result, they are not a suitable approach
for determining the total count of viable bacteria in a water sample. Thus
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research aimed at finding a means to obtain a “‘total viable count’ will
continue.

The second point, that organisms for which culture methods are available
may be present in the environment in a vegetative state from which they
can recover (in a host, but not in a culture), is more controversial. Some
researchers argue that organisms that do not respond in culture can be
viable, while others argue that they are dead. Nevertheless credible work
has been done to support the viable-but-not-culturable idea (Oliver, 1993).

Most research directed toward developing a technique for a total viable
count has explored direct methods using microscopic observations. These
techniques have been labeled ‘“‘direct viable count” (Rozak and Colwell,
1987; Yokomaku et al., 2000). However, there has also been criticism of
these methods (NAS, 2004; Yokomaku et al., 2000). The fundamental
problem is the one faced by van Leeuwenhoek so many years ago, that it
is difficult to distinguish between viable and nonviable organisms through
a microscope. Thus, direct count techniques often count debris (Zweifel
and Hagstrom, 1995). Nevertheless, increasingly sophisticated techniques
for direct viable count are becoming available, using new methods such as
polymerase chain reaction (PCR), reverse transcriptase PCR (RT-PCR), and
nucleic acid sequence-based amplification (NASBA) to label organisms so
that the observer (often with a flow cytometer or an automated size analyzer)
can better distinguish between viable and nonviable organisms. A recently
developed direct bacterial count (DBC) technique using epifluorescence
and a new nucleic acid stain SYBR Green I (Noble and Fuhrman, 1998) has
been widely used to examine VBNC in marine samples.

Small VBNC bacteria may be particularly relevant in seawater because
few nutrients are present, particularly in the Pacific (MacDonell and Hood,
1982), and some evidence suggests that many organisms, particularly marine
organisms, enter into a viable but nonculturable state as a defense to star-
vation conditions—similar to other organisms forming spores or mammals
hibernating. Vibrio vulnificus and V. cholerae are often cited for this behavior
(Oliver et al., 1991). Some evidence indicates that, when they are in a
starvation state, these organisms can also be extremely small, 0.2 pm and
smaller (MacDonell and Hood, 1982). At this size, they may be difficult to
remove by filtration, even membrane filtration (Ghayeni et al., 1999). Once
exposed to a suitable environment, they may recover and form a biofilm
(Winters, 2006).

Problems and Discussion Topics

3-1  Based on your reading of this chapter provide brief answers to the
following questions: (a) For what contribution is Carl Woese known?
(b) What are the distinguishing features of the three domains in the
phylogenetic tree of life? (c) What sequence of events led to the first
observation of a bacteria through the microscope?
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3-2
3-3

3-6

3-7

What is the unique property of a pathogen?

Estimate the mass-based infectious dose for B. anthracis and aden-
ovirus 4. Use Fig. 3-6 to estimate the median infectious dose and
Tables 3-6 and 3-7 to estimate the size of the organism. Assume the
specific gravity of both organisms is 1.1.

Construct a diagram similar to Fig. 3-7b for pathogenic E. coli. For
purposes of constructing the diagram, assume that 50 percent of
the persons infected are asymptomatic, 6 percent of those who
get ill develop a prolonged illness, and 10 percent of those with
a prolonged illness do not survive. Suppose that a town of 10,000
persons is exposed to a dose of this pathogen through the water
supply and half the population is infected as a result. How many
persons are likely to die as a result?

A town of 10,000 persons has an incident where S. #yphi is present
in its water supply at a level that results in infection of 70 percent
of the population. Estimate the number of persons that will die
from the disease. Assume that 60 percent of the infected persons
are symptomatic (i.e., 40 percent get ill). Estimate the mortality
ratio using Fig. 3-8. Repeat the estimate assuming that the incident
occurred before antibiotics were available.

A new pathogen evolves in an adult human being that has unusual
invasive properties as well as the ability to produce high levels of a
serious toxicant. After a week in bed with serious gastroenteritis the
patient dies. Using Fig. 3-5, trace the transmission of the pathogen
throughout the rest of the population. Consider two cases: (1) No
removal occurs at either the wastewater treatment plant or the
water treatment plant, and (2) the water treatment plant completely
removes the pathogen.

A new pathogen that evolves in a toddler who attends a childcare
center generally results in mild or asymptomatic illness—occasional
diarrhea. The disease is mild enough that it escapes the notice
of the child’s caregivers. Using Fig. 3-5, trace the transmission of
the pathogen throughout the rest of the population. Consider two
cases: (1) No removal occurs at either the wastewater treatment
plant or the water treatment plant, and (2) the water treatment
plant completely removes the pathogen.

Explain the role of plasmids in the evolution of bacterial pathogens.

What was Dr. John Snow’s contribution to our understanding of
waterborne disease?

Name and describe the three different forms of gastroenteritis and
at least two pathogens associated with each type.

What is the significance of zoonotic disease to water treatment?
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3-12  Name the three classic waterborne pathogens and describe their
effects.

3-13  Discuss the different forms of pathogenic E. coli. What sort of diseases
do they cause?

3-14 Besides pathogenic E. coli, what was the principal pathogen active in
the Walkerton outbreak?

3-15 Discuss the emerging pathogens listed in Table 3-b and the role
water treatment can play in preventing the diseases they cause.

3-16  Why are F. tularensis A and B. anthracis considered important candi-
dates for waterborne terrorism?

3-17 Draw a diagram similar to Fig. 3-7b for poliomyelitis.

3-18 How many types of hepatitis have been identified. Which types are
of concern in water treatment and why?

3-19  Which viruses are most likely responsible for viral gastroenteritis?

3-20  Which species of Entamoeba is more invasive?

3-21  Which protozoan waterborne diseases have the most serious conse-
quences?

3-22  What is the stage in the life cycle when protozoan pathogens are in
the environment?

323 In developed countries highly active antiviral therapy (HAART) is
widely available to patients with HIV. What effect has this had on the
significance of Cryptosporidium as a pathogen for these patients?

3-24  Which species of algae are associated with eutrophic water bodies
and with oligotrophic water bodies?

3-25 What methods are normally used for algae enumeration?

3-26  Why was the coliform organism chosen as an index of fecal contam-
ination?

327  What are the shortcomings of E. coli as an index of the presence or
absence of pathogens?
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4 Water Quality Management Strategies

Term

Terminology for Water Quality Management Strategies

Definition

Beneficial use

Best available
technology (BAT)

Criteria, water quality

Endocrine disruptors

Maximum
contaminant level
(MCL)

Maximum
contaminant level
goal (MCLG)

Multiple barrier
concept

Nanoparticles

Pharmaceuticals and
personal care
products

Physicochemical unit
processes

Uses of water that are beneficial to society and
the environment. Typically, the identification of
beneficial uses is the first step in the
regulatory process.

Technologies defined by regulation as being
suitable to meet the maximum contaminant
level.

Water quality criteria, developed by various
groups, to define constituent concentrations
that should not be exceeded to protect given
beneficial uses.

Substances that interfere with the normal
function of natural hormones in the human
body.

Enforceable standard set as close as feasible to
the MCL goal, taking cost and technology into
consideration.

Nonenforceable concentration of a drinking water
contaminant, set at the level at which no
known or anticipated adverse effects on
human health occur and that allows an
adequate safety margin. The MCLG is usually
the starting point for determining the MCL.

Inclusion of several barriers (both activities and
processes) to limit the presence of
contaminants in treated drinking water.
Barriers might include source protection or
treatment processes.

Extremely small particles that range in size
from 1 to 100 nm, used in a number of
manufacturing operations and products. The
implications of these particles for human health
and water treatment is not well understood.

Substances used for medical or cosmetic
reasons that enter the wastewater system
during bathing or toilet use and are now
detected at low levels in many water supply
sources.

Treatment processes used to remove or treat
contaminants using a combination of physical
and chemical principles.



4-1 Objectives of Water Treatment

Term Definition

Standards After specific beneficial uses have been established
and water quality criteria developed for those
beneficial uses, standards are set to protect the
beneficial uses. Typically, standards are based
on (1) determining the health-based maximum
contaminant level goal (MCLG) and (2) setting the
maximum contaminant level (MCL).

Treatment train Sequence of unit processes designed to achieve
overall water treatment goals.
Unit process Individual process used to remove or treat

constituents from water.

Other terms and definitions are available in the U.S. EPA Terms of Environment: Glossary,
Abbreviations and Acronyms. (EPA, 2011).

The previous chapters have dealt with the chemical, physical, and biological
characteristics and aesthetic quality of water. In this chapter, the treatment
processes used for the removal of specific constituents found in water are
introduced. For many constituents, there are a variety of processes or com-
binations of processes that can be used to effect treatment. The selection
of which process or combination of processes to utilize is dependent on
several factors, including (1) the concentration of the constituent to be
removed or controlled, (2) the regulatory requirements, (3) the economics
of the processes, and (4) the overall integration of a treatment process in
the water supply system.

The topics considered in this chapter include (1) the objectives of water
treatment, (2) a review of the regulatory process for water quality, (3) water
quality standards and regulations, (4) an introduction to the methods
used for the treatment of water, (5) an introduction to the development
of systems for water treatment, and (6) an introduction to the concept
of multiple barriers. Individual treatment unit processes, their expected
performance, and some of the issues related to the design of the facilities
to accomplish treatment of drinking water are examined in detail in the
chapters that follow.

4-1 Objectives of Water Treatment

The principal objective of water treatment, the subject of this textbook, is
the production of a safe and aesthetically appealing water that is protective
of public health and in compliance with current water quality standards.
The primary goal of a public or private water utility or purveyor is to provide
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Table 4-1

4 Water Quality Management Strategies

Typical constituents found in various waters that may need to be removed to meet specific water

quality objectivesd

Class

Colloidal constituents

Dissolved constituents

Dissolved gases

Floating and suspended
materials

Immiscible liquids

Typical Constituents Found In

Groundwater Surface Water
Microorganisms, trace organic and  Clay, silt, organic materials, pathogenic
inorganic constituents? organisms, algae, other microorganisms
Iron and manganese, hardness ions, Organic compounds, tannic acids,
inorganic salts, trace organic hardness ions, inorganic salts,
compounds, radionuclides radionuclides
Carbon dioxide, hydrogen sulfide —¢
None Branches, leaves, algal mats, soil

particles
— QOils and greases

aSpecific water quality objectives may be related to drinking water standards, industrial use requirements, and effluent.
bTypically of anthropogenic origin.

¢Gas supersaturation may have to be reduced if surface water is to be used in fish hatcheries.

dUnusual in natural groundwater aquifers.

treated water without interruption and at a reasonable cost to the consumer.
Meeting these goals involves a number of separate activities, including
(1) the protection and management of the watershed and the conveyance
system, (2) effective water treatment, and (3) effective management of the
water distribution system to ensure water quality at the point of use.

Typical constituents found in groundwater and surface waters that may
need to be removed, inactivated, or modified to meet water quality stan-
dards are identified in Table 4-1. The specific levels to which the various
constituents must be removed or inactivated are defined by the applicable
federal, state, and local regulations. However, as the ability to measure
trace quantities of contaminants in water continues to improve and our
knowledge of the health effects of these compounds expands, water quality
regulations are becoming increasingly complex. As a consequence, engi-
neers in the drinking water field must be familiar with how standards are
developed, the standards that are currently applicable, and what changes
can be expected in the future so that treatment facilities can be designed
and operated in compliance with current and future regulations and so
that consumers can be assured of an acceptable quality water.

4-2 Regulatory Process for Water Quality

Water quality criteria have become an important and sometimes controver-
sial segment of the water supply field. Concern with water quality is based on
findings that associate low levels of some constituents to higher incidence
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of diseases such as cancer. Following the passage of the Safe Drinking
Water Act (SDWA) in 1974 (Public Law 93-523), the principal responsibility
for setting water quality standards shifted from state and local agencies
to the federal government. Water quality standards and regulations are
important to environmental engineers for a number of reasons. Standards
affect (1) selection of raw-water sources, (2) choice of treatment processes
and design criteria, (3) range of alternatives for modifying existing treat-
ment plants to meet current or future standards, (4) treatment costs, and
(5) residuals management.

Water quality regulation typically proceeds in the following logical step-
wise fashion:

1. Beneficial uses are designated.
2. Criteria are developed.

3. Standards are promulgated.

4. Goals are set.

Although often used interchangeably, there are significant differences
in the terms crileria, standards, and goals. However, these items all fit under
the general category of water quality regulation. The interrelationships of
the various regulatory process steps in determining treatment for drinking
water are illustrated on Fig. 4-1.

The first step in the regulatory process is designating beneficial uses for
individual water sources. Surface waters and groundwaters are typically
designated by a state water pollution control agency for beneficial uses such

State agency designates
beneficial uses

\i

Local agency withdraws
water for municipal supply

Federal agency
advisory water quality
criteria !

Y |

Local agency
selects treated water !
quality goal !

Federal/state agencies
promulgate enforceable —m
water quality standards

Local agency selects
treatment process

Y
Local agency supplies
water meeting enforceable
standards and local goals
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Designation

Figure 4-1

Steps in the regulatory
process for setting water
quality standards.
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as municipal water supply, industrial water supply, recreation, agricultural
irrigation, aquaculture, power and navigation, and protection or enhance-
ment of fish and wildlife habitat. These beneficial uses are based on the
quality of the water, present and future pollution sources, availability of
suitable alternative sources, historical practice, and availability of treatment
processes to remove undesirable constituents for a given end use.

Water quality criteria have been developed by various groups to define
constituent concentrations that should not be exceeded to protect given
beneficial uses. Until criteria are translated into standards through rule
making or adjudication, criteria are in the form of recommendations or
suggestions only and do not have the force of regulation behind them.
Criteria are developed for different beneficial uses solely on the basis
of data and scientific judgment without consideration of technical or
economic feasibility. For a single constituent, separate criteria could be set
for drinking water (based on health effects or appearance), for waters used
for fish and shellfish propagation (based on toxic effects), or for industry
(based on curtailing interference with specific industrial processes). The
primary data sources used for the development of water quality criteria are
discussed below.

EARLY PUBLICATIONS DEALING WITH WATER QUALITY

Over the years, a number of publications and reports have been prepared
that deal with water quality criteria for various beneficial uses, including
drinking water. In 1952, the California State Water Pollution Control Board
in conjunction with the California Institute of Technology published a
report titled Water Quality Criteria in which the scientific and technical
literature on water quality for various beneficial uses was summarized. The
report was revised in 1963 (McKee and Wolf, 1963) and republished by the
California State Water Resources Control Board (McKee and Wolf, 1971).
Federal agencies have also developed water quality criteria documents in
response to the federal Water Pollution Control Act and SDWA. These
documents served as references for judgments concerning the suitability
of water quality for designated uses, including drinking water. These
references include the following:

1. Water Quality Criteria (U.S. EPA, 1972), National Technical Advisory
Committee to the Secretary of the Interior, 1968, reprinted by the
U.S. EPA.

2. Water Quality Criteria (NAS and NAE, 1972), prepared by the National
Academy of Sciences and National Academy of Engineering for the

U.S. EPA.
3. Quality Criteria for Water (U.S. EPA, 1976a), published by the U.S. EPA.

These three documents are often referred to as the green book, the blue book,
and the red book, respectively.
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NATIONAL ACADEMY OF SCIENCES

The NAS developed a systematic approach to establishing quantitative
criteria and made a major contribution to the field of water treatment
(NAS, 1977, 1980). The NAS iterated four principles for safety and risk
assessment of chemical constituents in drinking water:

1. Effects in animals, properly qualified, are applicable to humans.

2. Methods do not now exist to establish a threshold for long-term effects
of toxic agents.

3. The exposure of experimental animals to toxic agents in high doses
is a necessary and valid method of discovering possible carcinogenic
hazards in humans.

4. Material should be assessed in terms of human risk, rather than as
“‘safe’” or ‘“‘unsafe.”

The NAS divided criteria development into two different methodological
approaches, depending on whether the compound in question was believed
to be a carcinogen or a noncarcinogen. For carcinogens, the NAS used
a probabilistic multistage model to estimate risk from exposure to low
doses. The multistage model is equivalent to a linear model at low dosages,
as illustrated on Fig. 4-2. In selecting a risk estimation model, the NAS
(1980) evaluated a number of quantitative models to describe carcinogenic
response at varying dose, which are described in Table 4-2. The difficulty
in using any of the models summarized in Table 4-2 is the inability to
determine whether predictions of risk at low dosages are accurate. It is
not possible to test the large number of animals needed to statistically
validate an observed response at low dosage. The effect of model selection
on predicted response at low dosages for two different models is also
illustrated on Fig. 4-2. On extrapolation to low doses, predicted responses

Region where data are available
from animal studies and other
high-exposure events

Dose resulting /
from environmental . )
exposure (risk data \ !

not available) ST

Lifetime risk

Dose—response
curve predicted by
multistage model

Dose—response
curve predicted by
single-hit model

Figure 4-2
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71 Effect of model selection on predicted response at low
Dose, mg/kg-d dosage. (Adapted from NAS, 1980.)
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Table 4-2

Types of quantitative models used to describe carcinogenic responses at varying doses

of constituent of concern
Model Type

Hitness

Description

Linear, no threshold

Probabilistic multistage

Based on radiation-induced carcinogenesis, in this model it is assumed that
the site of action has some number of critical “targets” and that an event
occurs if some number of them are “hit” by k or more radiation particles.
Single- and two-hit and two-target models are used most commonly. The
single-hit model is similar to the linear, no-threshold model.

Carcinogenic risk is assumed to be directly proportional to dose.

A logistic distribution of the logarithms of the individual tolerance is assumed
along with a theoretical description of certain chemical reactions.

Carcinogenesis is assumed to consist of one or more stages at the cellular
level beginning with a single-cell mutation, at which point cancer is initiated.
The model relates doses d to the probability of response.

Time to tumor occurrence  Unlike the previous models, a latency period is assumed between exposure

Tolerance distribution

and carcinogenesis such that higher doses produce a shorter time to
occurrence.

Each member of the population at risk is assumed to have an individual
tolerance for the toxic agent below which a dose will produce no response;
higher doses will produce a response. Tolerances vary among the population
according to some probability distribution F. Toxicity tests have frequently
shown an approximately sigmoid relationship with the logarithm of dose,
leading to development of the lognormal or log probit model. The distribution
of F is normal against the logarithm of dose. Modified versions of this model
have been developed.

will differ significantly, with values obtained using the single-hit model
being the most conservative.

Carcinogenic crileria

The NAS selected the probabilistic multistage model to estimate carcino-
genic risk at low doses because (1) it was based on a plausible biological
mechanism of carcinogens, a single-cell mutation, and (2) other models
were empirical. For the carcinogenic compounds, the safe level could not
be estimated. However, estimates were made such that concentrations of
a compound in water could be correlated with an incremental lifetime
cancer risk, assuming a person consumed 2 L per day of water containing
the compound for 70 years. For example, a chloroform concentration of
0.29 g/L corresponded to an incremental lifetime cancer risk of 107°.
Thus, an individual’s risk of cancer would increase by 1 in 1,000,000 by
drinking 2 L per day of water with 0.29 wg/L chloroform for 70 years;
alternatively, in a population of 1,000,000, one person would get cancer
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who otherwise would not have. The NAS provided the criteria to allow
correlations of contaminant levels and risks but made no judgment on an
appropriate risk level. The latter decision properly falls in the sociopolitical
realm of standards setting.

Noncarcinogenic criteria

For noncarcinogens, data from human or animal exposure to a toxic agent
were reviewed and calculations made to determine the no-adverse-effect
dosage in humans. Then, depending on the type and reliability of data, a
safety factor was applied. This factor ranged from 10 (where good human
chronic exposure data were available and supported by chronic oral toxicity
data in other species) to 1000 (where limited chronic toxicity data were
available). Based on these levels and estimates of the fraction of a substance
ingested from water (compared to food, air, or other sources), the NAS
method allowed calculations of acceptable daily intake and a suggested
no-adverse-effect level in drinking water.

Once designation of water bodies for specific beneficial uses has been
made and water quality criteria have been developed for those beneficial
uses, the regulatory agency is ready to set standards. It is important to note
that water quality standards, in contrast to criteria, have direct regulatory
force. Quality standards in the past have been based on a number of
considerations, including background levels in natural waters, analytical
detection limits, technological feasibility, aesthetics, and health effects.

STANDARD PROMULGATION

The ideal method for establishing standards involves a scientific determi-
nation of health risks or benefits, a technical/engineering estimate of costs
to meet various water quality levels, and a regulatory/political decision that
weighs benefits and costs to set the standard.

The U.S. EPA is the governmental agency in the United States that is
required to establish primary drinking water standards, which are protective
of public health. Establishing standards occurs through (1) determining
the health-based maximum contaminant level goal (MCLG) and (2) setting
the minimum contaminant level (MCL). The MCL is the enforceable
standard and is set as close as feasible to the MCLG taking costs and
technology into consideration. To make the determination of where to set
the MCL, the U.S. EPA gathers and assesses information on the occurrence
of the contaminant, analytical methodologies and costs, and treatment
technologies and costs in conjunction with the health effects information
developed for the MCLG.

Outside peer review

The National Drinking Water Advisory Council (NDWAC) was created
by the SDWA and consists of 15 members (appointed by the U.S. EPA
administrator). The NDWA was established to provide the U.S. EPA with
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peer review and comment on its activities. In addition, the SDWA requires
that the U.S. EPA seek review and comment from the Science Advisory
Board (SAB) prior to proposing or promulgating a National Primary
Drinking Water Regulation (NPDWR).

Best available technology

The SDWA requires that whenever the U.S. EPA establishes an MCL, the
technology, treatment technique, or other means feasible for purposes of
meeting the MCL must be listed. This approach is referred to as the best
available technology (BAT). A public water system is not required to install
the BAT to comply with an MCL. However, for purposes of obtaining a
variance, a public water system must first install the BAT.

TREATMENT TECHNOLOGY

The SDWA provides for establishing a treatment technique instead of spec-
ifying an MCL for a given contaminant for which it is not economically
or technically feasible to monitor. Examples of treatment technique regu-
lations are the Surface Water Treatment Rule (SWTR) and the Lead and
Copper Rule (LCR).

COMPLIANCE

Several factors go into the determination of whether a water system is
in compliance with a drinking water regulation. For contaminants reg-
ulated by an MCL, compliance means (1) using the correct analytical
method, (2) following all sample collection and preservation requirements,
(3) following the required frequency and schedule for sample collection,
(4) reporting sample results to the state and maintaining records onsite,
and (5) maintaining measured concentration of the contaminant below
the MCL.

For contaminants regulated by an MCL, compliance can be based on a
single sample (e.g., when a system is monitored on an annual basis) while in
other situations compliance can be based on the average of four quarterly
samples.

For treatment techniques, demonstrating compliance can involve meet-
ing operating criteria for the treatment plant (e.g., the SWTR requires water
systems to meet a specific turbidity level in the effluent of the treatment
plant) or taking certain steps to reduce the corrosivity of drinking water by
specific deadlines (as is required under the LCR).

Reporting and record-keeping requirements

Public water systems must report compliance information to the state
agency with primary enforcement responsibilities (primacy) by specified
deadlines. In general, these deadlines are either 10 days after the month
in which the monitoring was conducted or 10 days after the monitoring
period (e.g., if conducting quarterly monitoring) in which the monitoring
was conducted.
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In addition to reporting compliance information to the state within
specific deadlines, public water systems must maintain records onsite of
monitoring results for specified periods of time. For example, under current
regulations, public water systems must maintain copies of all monthly
coliform reports for 5 years.

Violations, public notification, and fines

The U.S. EPA issues a notice of violation to a public water system that violates
a NPDWR. As described previously, compliance includes (1) meeting the
MCL or treatment technique requirements, (2) conducting monitoring
at the correct frequency and at the correct locations, (3) using approved
analytical methodologies, and (4) meeting all reporting and record-keeping
requirements.

When a public water system violates an NPDWR, the system must provide
public notification. Such notification may involve notice in a newspaper or
for more acute situations could involve radio or television notice. Public
notification requirements have evolved since passage of the original SDWA
to better take into consideration the seriousness of the violation.

The U.S. EPA may take civil action against a water system or may
issue an administrative order for a system in violation of a drinking water
regulation. A public water system that is not in compliance with a drinking
water regulation faces potential penalties up to $25,000 per day.

Variances and exemptions

The U.S. EPA or the state (if the state has primacy) can issue a variance or
an exemption from an NPDWR, but only after the BAT has been installed
in the water system and the drinking water regulation continues to be
violated. The variance must include a schedule of steps to be taken by the
water agency to eventually achieve compliance. A state can also grant an
exemption from a drinking water regulation if, due to compelling factors,
including economics, a system is unable to comply with an MCL or a
treatment technique.

Water quality goals represent contaminant concentrations, which an agency
or water supplier attempts to achieve. Goals are typically more stringent
than standards and may include constituents not covered by regulations
but of particular importance to the goal-setting entity. There are two main
types of water quality goals in the United States. The first type of goals is
the MCLGs that are set by the U.S. EPA and the second type is set by an
individual water supplier.

MAXIMUM CONTAMINANT LEVEL GOALS

The MCLG is a health-based goal for a given contaminant. These goals are
nonenforceable and are set at a level at which no known or anticipated
adverse effects on human health occur and that provides an adequate
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margin of safety. The U.S. EPA has developed different approaches for
establishing MCLGs based upon whether a contaminant is considered to
be a carcinogen. Typically, short- and long-term animal-feeding studies
as well as available epidemiological studies are evaluated in making this
determination.

INDIVIDUAL WATER SUPPLIER GOALS

Water suppliers may set operational goals that are lower than the treatment
standards to ensure that the standards are always met. For example, if the
turbidity standard is 0.3 NTU, a utility might choose an operating goal of
0.1 NTU to ensure meeting the standard.

Alternatively, an individual water supplier may elect to provide water
quality that is better than required by the applicable standards or for
constituents that are either not regulated by standards or are secondary
standards. Examples include goals for turbidity or THMs in treated water
lower than required by regulation or goals for unregulated parameters such
as standard plate counts or secondary standards such as odor. Decisions
on setting goals involve determinations of costs, benefits, and the overall
philosophy or posture of a supplier.

4-3 Water Quality Standards and Regulations

Historical
Development

The specific levels to which the various constituents must be removed are, as
noted in the introduction to this chapter, defined by the applicable federal,
state, and local regulations. The purpose of this section is to introduce
and discuss the evolution of the current federal, state, and international
drinking water standards and regulations that govern the design of water
treatment plants.

The development of water quality criteria and standards, at least in a
quantifiable sense, is a relatively recent phenomenon in the course of
human history. The first standards in the United States were promulgated in
1914, but there have been numerous developments since then, particularly
in the last 30 years. Key developments prior to 1900 and the actions of the
U.S. PHS in establishing limits that were widely followed voluntarily are
reviewed in this section along with the entry of the federal government into
a standards-setting role for community water supplies.

EVENTS PRIOR TO 1900

Based on historical records, water quality standards, except for infrequent
references to aesthetics, were notably absent from the time of ancient
civilization through most of the nineteenth century. Typically, the sensory
perceptions of taste, odor, and visual clarity were used to judge the quality
of the supply. The deficiency of this system was clearly pointed out dur-
ing the London Asiatic cholera epidemic of 1853 when John Snow did
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epidemiological investigations tracing cholera to wastewater contamination
in the Broad Street Well (Snow, 1855). Even though the well was contam-
inated, some consumers traveled there specifically because they preferred
its water, presumably on the basis of taste, appearance, or smell. From
this example, it is clear that standards need to be quantifiable and related
directly to measurable water quality contaminants that could have health
effects and not just the appearance or aesthetics of a supply.

After the germ theory of disease, developed by Pasteur in the 1860s,
was recognized, the issue of drinking water contaminated from wastewater
was explored. The earliest quantitative measurements were chemical tests
because bacteriological tests were not available until the end of the nine-
teenth century. Because it was recognized that ammonia and albumoid
nitrogen from fresh wastewater were gradually oxidized in receiving water
to nitrites and nitrates, these forms of nitrogen were measured in drinking
water in an attempt to ensure that contamination, if present, was not recent.
However, this method was an indirect measure of bacterial contamination
and did not serve to curtail outbreaks of waterborne disease, particularly
typhoid, in the United States. The development of a bacterial test for water
supplies by Theobald Smith in 1891 (Smith, 1893) made it possible to
directly analyze bacterial water quality. In 1892, the New York State Board
of Health first applied the technique developed by Smith to study pollution
in the Mohawk and Hudson Rivers (Clendening, 1942).

ROLE OF U.S. PUBLIC HEALTH SERVICE

The U.S. PHS, a part of the Treasury Department, has had an indirect,
but nevertheless key role in setting water quality standards in the United
States. In 1893 the U.S. Congress enacted the Interstate Quarantine Act
authorizing the U.S. PHS to set regulations necessary to stop the spread
of communicable diseases. The ability to detect bacteria, coupled with the
introduction of chlorine as a disinfectantin 1902, led to the first quantitative
water quality standards. In 1914, the U.S. PHS adopted the first standards
for drinking water supplied to the public by any common carrier engaged
in interstate commerce such as commercial trains, airplanes, and buses.
Maximum permissible limits were specified for bacterial plate count and
B. coli (a coliform bacteria).

Following the entry of the U.S. PHS into the regulatory field, standards
development proceeded rapidly. Over the next 50 years, the U.S. PHS
developed additional standards for minerals, metals, and radionuclides
and standards for the indication of organics with revised standards issued
in 1925, 1942, 1946, and 1962 (U.S. PHS, 1962). In 1969 the U.S. PHS
conducted the Community Water Supply Survey (CWSS) to assess drink-
ing water quality, water supply facilities, and bacteriological surveillance
programs in the United States. The goal of the survey was to determine
if drinking water in the United States met the U.S. PHS drinking water
standards and to determine what kinds of surveillance programs were in
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place. Among other things, the results of the CWSS would play a role in the
eventual enactment of the SDWA.

After the initial emphasis on controlling waterborne bacteria, new param-
eters were added to limit exposure to other contaminants that cause acute
effects, such as arsenic, or adversely affect the aesthetic quality of the water.
In 1925, a number of aesthetic parameters (color, odor, and taste) were
added, along with certain minerals (chloride, copper, iron, lead, magne-
sium, sulfate, and zinc). Except for lead, these minerals are related to taste
or aesthetics. In 1942, a number of constituents were added, including
selenium, residue (dissolved solids), turbidity, fluoride, manganese, alkyl
benzene sulfonate, and phenols. The latter two compounds marked the
first time that specific organic constituents were covered by regulations.
In 1946, standards were reissued that were similar to the 1942 standards
except that a limit was set for another toxic constituent, chromium.

Following the dawning of the atomic age, the U.S. PHS standards in
1962 included ?*°Ra, Sr, and gross beta activity. Addition of an indicator
of organics (carbon chloroform extract) plus additional toxic constituents
(cadmium, cyanide, nitrate) reflected an awareness of the rapid postwar
development of the chemical industry plus new data on toxicological effects.
The last action of the U.S. PHS, before its standards-setting function was
transferred to the newly formed U.S. EPA in 1970, was to recommend
additional parameters such as pesticides, boron, and the uranyl ion be
regulated.

TWO-TIERED SYSTEM

Another significant feature of the U.S. PHS standards was the development
of a two-tiered system, which began in 1925. Water quality contaminants
were controlled by either tolerance limits or recommended limits depend-
ing on how the effect of the contaminant was viewed. Tolerance limits were
set for substances that, if present in excess of specified concentrations,
constituted grounds for rejecting the supply; examples included arsenic,
chromium, and lead. Alternately, recommended limits were developed for
constituent concentrations that should not be exceeded if other more
suitable supplies were or could be made available; examples included chlo-
ride, iron, and sulfate. This type of differentiation was the forerunner of
present regulations, wherein the tolerance limits correspond to primary
regulations intended for public health protection and recommended limits
are analogous to secondary standards for public welfare or aesthetics.

APPLICATION OF U.S. PHS STANDARDS

The U.S. PHS standards applied only to suppliers of water engaged in
interstate commerce, as the original intent was to protect the health of
the traveling public. Thus, standards applied to water used on commer-
cial trains, airplanes, buses, and similar vehicles. However, the U.S. PHS
standards became recognized informally as water quality criteria and were
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adopted or adapted by many regulatory agencies at the state or local level as
standards. Thus, prior to the entry of the U.S. EPA into the role of regulat-
ing community water supplies, many water suppliers were producing water
in accordance with the levels listed in the U.S. PHS standards (U.S. PHS,
1970). A similar response occurred internationally, with agencies such as
the WHO using the U.S. PHS standards as a guideline in developing their
own standards (WHO, 1993, 2006). It is clear from reviewing the history
of regulations, at least in the United States, that the number of regulated
contaminants has continued to increase as (1) toxicological evidence has
been gathered and (2) new and improved (e.g., more sensitive) analytical
techniques have been developed.

The U.S. EPA was created through an executive reorganization plan where
the goal was to consolidate federal environmental regulatory activities into
one agency. On July 9, 1970, the plan to create the U.S. EPA was sent by
the president to Congress and came into being on December 2, 1970.

The mandate for the U.S. EPA was to protect public health and the
environment. As originally created, the U.S. EPA was headed by an adminis-
trator supported by a deputy administrator and five assistant administrators
responsible for planning and management, legal enforcement, water and
hazardous materials, air and waste management, and research and devel-
opment. By 1974, the U.S. EPA had over 9000 employees with an operating
budget of approximately $500 million and has continued to grow in size
and responsibilities since then.

SAFE DRINKING WATER ACT
The activities of the U.S. PHS related to water quality, as discussed above,
were transferred to the newly formed U.S. EPA in 1970. The first major
event following the transfer was the passage of the Safe Drinking Water Act
(SDWA) on December 16, 1974 (Public Law 93-523). With the passage of
the SDWA, the federal government, through the U.S. EPA, was given the
authority to set standards for drinking water quality delivered by community
(public) water suppliers. Thus, direct federal influence on water quality was
authorized, as opposed to the indirect influence exerted by the U.S. PHS.
A series of steps and timetables for developing the drinking water
quality regulations were outlined in the SDWA. Procedures were estab-
lished for setting (1) National Interim Primary Drinking Water Regulations
(NIPDWR), (2) revised National Primary Drinking Water Regulations
(NPDWR), National Secondary Drinking Water Regulations (NSDWR),
and (3) periodic review and update of the regulations. With each step,
proposed regulations were to be developed by the U.S. EPA, published in
the Federal Register, discussed at public hearings, commented upon by inter-
ested parties, and revised as necessary before final promulgation. A summary
of major U.S. legislation and executive orders related to drinking water
treatment is given in Table 4-3.
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Table 4-3

Summary of major legislation and executive orders related to drinking water treatment

Law

Interstate Quarantine Act,
1893

U.S. Environmental Protection
Agency, 1970

SDWA; Public Law 93-523,
1974

SDWA amendments; Public
Law 99-339, 1986

Lead Contamination Control
Act; Public Law 100-572,
SDWA amendment of 1988

SDWA amendments; Public
Law 104-182, 1996

Description

U.S. Congress authorizes the U.S. PHS to set regulations necessary
to stop the spread of communicable diseases.

U.S. EPA is created through an executive reorganization plan whose
goal is to consolidate federal environmental regulatory activities into
one agency. On July 9, 1970, the plan to create U.S. EPA is sent
by the president to Congress, and the agency comes into being on
December 2, 1970.

The SDWA requires U.S. EPA to establish drinking water regulations in
two phases. (1) Establish National Interim Drinking Water Regulations
(NIPDWR) within 90 days of enactment of the SDWA that specify
maximum levels of drinking water contaminants and monitoring
requirements that would apply to public water systems. (2) Review and
revise the NIPDWRs and establish National Primary Drinking Water
Regulations (NPDWR).

Requires U.S. EPA to set standards for 83 compounds within 3 years
and to establish 25 new standards every 3 years, establish criteria for
filtration of surface water supplies, and establish requirements for all
public water systems to provide disinfection. Requires that the MCLG
and the MCL be proposed and finalized on the same schedule. Bans the
use of lead pipes and solder and requires water utilities to go through a
one-time public education program notifying consumers of the health
effects and sources of lead in drinking water and steps that individuals
can take to reduce exposure.

Establishes a program to eliminate lead-containing drinking water
coolers in schools.

Requires the U.S. EPA to publish and seek public comment on health
risk reduction and cost analyses when proposing an NPDWR that
includes an MCL or a treatment technique and take into consideration
the effects of contaminants upon sensitive subpopulations (i.e., infants,
children, pregnant women, the elderly, and individuals with a history of
serious illness) and other relevant factors. Within 5 years evaluate five
contaminants from a drinking water contaminant candidate list.
Establishes specific deadlines for standards for arsenic (a revised
standard from the existing standard), a new standard for radon, a
source water assessment and protection program, a requirement for
public water systems to distribute Consumer Confidence Reports to
their customers, a State Drinking Water Revolving Fund, and a program
to develop operator certification requirements.
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The SDWA has been amended periodically, as reported in Table 4-3.
While the SDWA was amended slightly in 1977 (Public Law 95-190), 1979
(Public Law 96-63), and 1980 (Public Law 96-502), significant changes were
made when the SDWA was reauthorized on June 16, 1986 (Public Law
99-339), and amended in 1996 (Public Law 104-182). The amendments
of 1986 were driven by public and congressional concern over the slow
process of establishing the NPDWR. The 1986 amendments also finalized
the original NIPDWR and renamed the interim standards the NPDWR. The
amendments enacted in 1996 emphasized the use of sound science and
risk-based standard setting, increased flexibility and technical assistance for
small water systems, source water assessment and protection programs, and
public right to know and established a program to provide water system
assistance through a multi-billion-dollar state revolving loan fund.

EVOLUTION OF NATIONAL PRIMARY DRINKING WATER REGULATIONS

A brief overview of the evolution of the key U.S. federal regulations that
affect drinking water is presented in Table 4-4. As reported in Table 4-4,
the current regulations for drinking water evolved from the U.S. PHS stan-
dards. As required by the SWDA, The National Interim Primary Drinking
Water Regulations (NIPDWR), published on December 24, 1975, became
effective June 24, 1977. The regulations contained MCLs for a number of
inorganic chemicals, organic chemicals, physical parameters, radioactivity,
and bacteriological factors. Maximum contaminant levels are set as con-
centrations that are never to be exceeded (with some minor exceptions).
Perhaps the most substantial change of the NIPDWR compared to the U.S.
PHS standards was the designation of turbidity as a health-related, rather
than an aesthetic, parameter. The original NIPDWRs were amended several
times. As noted above, on June 19, 1986 the interim standards established
under the NIPDWRs were finalized and renamed the NPDWR.

NATIONAL SECONDARY DRINKING WATER REGULATIONS

The U.S. EPA has also promulgated secondary drinking water regulations
(U.S. EPA, 1979a). The NSDWR pertain to those contaminants, such
as taste, odor, and color, that may adversely affect the aesthetic quality
of drinking water. These secondary levels represent reasonable goals for
drinking water quality but are not federally enforceable; rather, they are
intended as guidelines. States may establish levels as appropriate to their
particular circumstances.

REGULATIONS RELATED TO CHEMICAL AND MICROBIAL AND CONTAMINANTS
AND DISINFECTION BY-PRODUCTS

The regulations related to: (1) chemical contaminants and (2) microbial
and disinfection by products can be found in a number of different rules
and regulations. The principal rules and regulations where information
can be found on microbial contaminants and disinfection by-products are
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Table 4-4

Summary of key U.S. federal regulations that affect drinking water

Regulation and date?

U.S. PHS standards, 1914 (U.S. Treasury
Department, 1914)

U.S. PHS standards, revised in 1925, 1942,
1946, and 1962 (U.S. PHS, 1925, 1942,
1946, and 1962)

National Interim Primary Drinking Water
Regulations (NIPDWR); Pub. FR December
24, 1975; effective June 24, 1977 (U.S.
EPA, 1975)

NIPDWR; Promulgation of Regulations on
Radionuclides; Pub. FR July 9, 1976;
effective June 24, 1977 (U.S. EPA 1976b)

National Secondary Drinking Water
Regulations (NSDWR); Pub FR July, 19,
1979 (U.S. EPA 1979a)

NIPDWR; Control of Trihalomethanes in
Drinking Water; Final Rule; Pub. FR
November 29, 1979, effective date varied
depending on size of system (U.S. EPA
1979b)

National Primary Drinking Water Regulations
(NPDWRY); Pub. FR June 19, 1986, effective
June 19, 1986 (U.S. EPA 1986)

NPDWR; Volatile Organic Chemicals (VOCs)
Rule—Chemical Phase Rules—Phase I;
July 7, 1987, effective 1989 (U.S. EPA
1987)

Description

The first drinking water standard is established in the United
States. The standard establishes a maximum permissible limit
for bacterial plate count and B. coli (a coliform bacteria) of

2 coliforms per 100 mL for water supplied to the public by
any common carrier engaged in interstate commerce

such as commercial trains, airplanes, and buses. These
bacteriological quality standards are commonly known

as the Treasury Standards.

Bacteriological quality standards are made more restrictive,
physical and chemical standards are established, and the
principle of attainability is established (1925). Regulates

28 contaminants commonly found in drinking water by setting
mandatory limits for health-related chemical and biological
impurities and recommends limits for constituents that affect
appearance, taste, and odor (1962).

Published in December 1975, these regulations set 18 interim
standards for 6 synthetic organic chemicals, 10 inorganic
chemicals, turbidity, total coliform bacteria, and radionclides.

Sets interim standards for radionuclides, gross alpha
emitters, 226Ra and 228Ra combined, and two other classes
of radionuclides. Final standard adopted December 7, 2000
(see below).

Sets nonenforceable guidelines for contaminants that may
cause aesthetic problems in drinking water, including
aluminum, chlorides, color, copper, corrosivity, foaming
agents, iron, manganese, odor, pH, silver, sulfate, total
dissolved solids, and zinc.

Sets 0.1 mg/L as the MCL for total trihalomethanes (TTHMs).

Each national interim or revised primary drinking water
regulation promulgated before June 19, 1986, shall be
deemed to be a national primary drinking water regulation.

The chemical contaminants regulated under these rules
generally pose long-term (i.e., chronic) health risks if ingested
over a lifetime at levels consistently above the MCL.
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Table 4-4 (Continued)
Regulation and date?

NPDWR; Filtration and Disinfection;
Turbidity, Giardia lamblia, Viruses,
Legionella, and Heterotrophic Bacteria;
Final Rule; also known as Surface Water
Treatment Rule; Pub. FR June 29, 1989
(U.S. EPA 1989a)

NPDWR; Total Coliforms, Final Rule; Pub.
FR June 29, 1989 (U.S. EPA 1989b)

NPDWR; Synthetic Organic Chemicals
(SOCs) and Inorganic Chemicals
(I0Cs)—Phase II; Final Rule; January
30,1991 (U.S. EPA 1991a)

NPDWR; Lead and Copper; Final Rule;
Pub. FR June 7, 1991 (U.S. EPA 1991b)

NPDWR; Synthetic Organic Chemical and

Inorganic Chemicals—Phase V; Final Rule;

Pub. FR July 17, 1992 (U.S. EPA 1992)

NPDWR; Monitoring Requirements for
Public Drinking Water Supplies or
Information Collection Rule; Final Rule;
FR May 14, 1996 (U.S. EPA 1996)

NPDWR; Stage 1 Disinfectants and
Disinfection Byproducts; Final Rule; Pub.
FR December 16,1998 (U.S. EPA 1998a)

NPDWR; Interim Enhanced Surface Water
Treatment Rule (IESWTR); Pub. FR
December 16, 1998 (U.S. EPA 1998b)
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Description

Seeks to reduce the occurrence of unsafe levels of
disease-causing microbes, including viruses, Legionella
heterotrophic bacteria, and G. lamblia. Filtration of surface
waters required. Criteria for avoiding filtration, criteria for
disinfection based on Giardia and viruses, filtered water
turbidity <0.3 NTU for 95% of time.

Sets an MCL with an MCLG of zero for total coliforms and
changes the previous coliform MCL from a density-based
standard to a presence/absence basis.

The chemical contaminants regulated under these rules
generally pose long-term (i.e., chronic) health risks if ingested
over a lifetime at levels consistently above the MCL.

Sets health goals and action levels (trigger for requiring
additional prevention of removal steps) for lead and copper
(Pb < 15 pg/L, Cu < 1.3 mg/L in 90% of samples at
consumer’s tap).

The chemical contaminants regulated under these rules
generally pose long-term (i.e., chronic) health risks if ingested
over a lifetime at levels consistently above the MCL.

Establishes requirements for monitoring microbial
contaminants and disinfection by-products by large public
water systems and requires these systems to provide
operating data and descriptions of their treatment plant
design, plus conducting either bench- or pilot-scale testing

of advanced treatment techniques. The Information Collection
Rule (ICR) is a one-time monitoring effort to gather information
for future microbial and disinfection by-product regulations.

Lowers the MCLs for disinfection by-products (DBPs) to 0.08
mg/L for THMs, 0.06 mg/L for five haloacetic acids (HAAD),
0.10 mg/L for bromate, and 1.0 mg/L for chlorite. Sets
requirements for reducing total organic carbon (TOC) in
surface water treatment systems based on a 3 x 3 matrix of
source water TOC concentration and source water alkalinity.

Lowers turbidity performance standards, requires 2 log
Cryptosporidium removal for filtering and individual filter
monitoring for turbidity, and requires disinfection
profiling/benchmarking, covering of new finished water
reservoirs, and sanitary surveys by the states.

(continues)
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Table 4-4 (Continued)
Regulation and date?

NPDWR; Final Standards for
Radionuclides; Final Rule; Pub. FR
December 7, 2000 (U.S. EPA 2000)

NPDWR; Filter Backwash Recycling
Rule; Final Rule; Pub. FR June 8, 2001
(U.S. EPA 2001a)

NPDWR; Arsenic and Clarifications

to Compliance and New Source
Contaminants Monitoring; Final Rule;
Pub. FR January 22, 2001, effective
February 22, 2002 (U.S. EPA 2001b)

NPDWR; Long Term 1 Enhanced
Surface Water Treatment Rule
(LTIESWTR); Pub. FR January 14,
2002, effective February 13, 2002
(U.S. EPA 2002a)

NPDWR; Stage 2 Disinfectant and
Disinfection Byproduct; Final Rule;
proposed in 2002, Pub. FR January 4,
2006 (U.S. EPA 2006a)

NPDWR; Long Term 2 Enhanced
Surface Water Treatment Rule
(LT2ESWTR); proposed in 2002 Pub.
FR January 5, 2006 (U.S. EPA 2006b)

4 Water Quality Management Strategies

Description

This regulation became effective on December 8, 2003, and
covers combined 226Ra/?28Ra (adjusted), gross alpha, beta
particle, and photon radioactivity, and uranium. This promulgation
consists of revisions to the 1976 rule, as proposed in 1991.

Any system that recycles (spentfilter backwash water, thickener
supernatant, or liquids from dewatering processes) must return
flows through all processes of the systems exiting conventional
or direct filtration plant (or an alternate location approved by
the state) by June 8, 2004, plus additional record-keeping
requirements.

Arsenic MCL is lowered from 50 to 10 ppb. Systems must comply
by January 23, 2006.

The purposes of the LTIESWTR are to improve control of
microbial pathogens, specifically the protozoan Cryptosporidium,
in drinking water and address risk trade-offs with disinfection
by-products. The rule will require systems to meet strengthened
filtration requirements as well as to calculate levels of microbial
inactivation to ensure that microbial protection is not jeopardized
if systems make changes to comply with disinfection
requirements of the Stage 1 D/DBP Rule. The LTIESWTR builds
upon the framework established for systems serving a population
of 10,000 or more in the IESWTR. Regulated entities must comply
with this rule starting March 15, 2002.

DBP compliance method to change to be specific to each
sampling location rather than systemwide and to select
compliance points through an initial distribution system evaluation.

Sets Cryptosporidium removal levels based on source water
concentration ranges that are established through a 24-month
monitoring program and provides a toolbox of available control
methods for meeting treatment requirements. Inactivation of
Cryptosporidium is required for all unfiltered systems, disinfection
profiling, and benchmarking to assure continued levels of
microbial protection while systems comply with the Stage 2
D/DBP Rule and covering, treating, or implementing a risk
management plan for all uncovered finished water reservoirs.
The LT2ESWTR builds upon the framework established in the
LTIESWTR and the IESWTR.
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Table 4-4 (Continued)

Regulation and date? Description

NPDWR; Ground Water Rule (GWR); The rule establishes a risk-based approach to target ground water
October 11, 2006; Pub. FR November  systems that are vulnerable to fecal contamination. The rule

8, 2006 (U.S. EPA 2006c) applies to all systems that use groundwater as a source of

drinking water.

aThe date reported is typically the date the rule or regulation was published in the Federal Register (FR). In some cases, the
date the rule was proposed and or became effective is also given.

Source: Information in this table is taken in part from the U.S. EPA (1999), the EPA website, Federal Register, and Pontius
and Clark (1999).

Table 4-5

Summary of U.S. EPA drinking water regulations for microbial contaminants
and disinfection by-products arranged in chronological order by date enacted
or most current version

Date Regulation and/or Rule

1989 Total Coliform Rule

1989 Surface Water Treatment Rule (SWTR)

1998 Interim Enhanced Surface Water Treatment Rule (IESWTR)

1998 Stage 1 Disinfectants and Disinfection Byproducts Rule (Stage 1 DBP)
2001 Filter Backwash Recycling Rule (FBR)

2002 Long Term 1 Enhanced Surface Water Treatment Rule (LTIESWTR)
2006 Long Term 2 Enhanced Surface Water Treatment Rule (LT2ESWTR)
2006 Stage 2 Disinfectants and Disinfection Byproducts Rule (Stage 2 DBP)
2006 Ground Water Rule (GWR)

summarized in Table 4-5. Additional specific information may be found
at the following U.S. EPA website: www.epa.gov/safewater/contaminants/
index.html#listsec.

UNREGULATED CONTAMINANTS

As part of its ongoing drinking water program, the U.S. EPA maintains a list
of unregulated compounds. Compounds are continually added to the list as
they are identified from a variety of sources. Listed unregulated compounds
are (1) not scheduled for any proposed or promulgated national primary
drinking water regulation (NPDWR), (2) have either been identified or are
anticipated to be identified in public water systems, and (3) may ultimately
need to be regulated under SDWA. Unregulated contaminants are typically
grouped into the following general categories.

) Pharmaceuticals and personal care products (PPCPs)
- Endocrine disrupting chemicals (EDCs)
) Organic wastewater contaminants (OWCs)

- Persistent organic pollutants (POPs)



186

4 Water Quality Management Strategies

) Contaminants of emerging concern (CECs)
. Microconstituents
) Nanomaterials

To be current, the Drinking Water Contaminant Candidate List (CCL) web-
site maintained by the U.S. EPA should be consulted on a periodic basis.
For example, the U.S. EPA is currently examining a number of con-
taminants and others on the CCL list may be regulated within the next
few years, including perchlorate and N-nitrosodimethylamine; selected
endocrine disruptors, pharmaceuticals, and personal care products; and
nanoparticles.

Perchlorate

Perchlorate (ClO47) is a contaminant from the solid salts of ammonium,
potassium, or sodium perchlorate. Ammonium perchlorate has been used
as an oxygen-adding component in solid fuel propellant for rockets, mis-
siles, and fireworks. Perchlorate is mobile in aqueous systems, and it can
persist under typical groundwater and surface water conditions for decades.
Beginning around 1997 (with development of a low-level detection method-
ology), perchlorate has been detected in various drinking water supplies
throughout the United States. In January 2009, the U.S. EPA issued an
Interim Health Advisory for perchlorate to assist state and local officials
in addressing local contamination of perchlorate in drinking water, while
the opportunity to reduce risks through a national primary drinking water
standard is being evaluated.

N-Nitrosodimethylamine

N-Nitrosodimethylamine (NDMA) is a semivolatile organic chemical that
is soluble in water. From the mid-1950s until 1976, it was manufactured
and used as an intermediate in the production of 1,1-dimethylhydrazine, a
storable liquid rocket fuel that contained approximately 0.1 percent NDMA
as an impurity. NDMA has also been used as an inhibitor of nitrification in
soil, a plasticizer for rubber and polymers, a solvent in the fiber and plastics
industry, an antioxidant, a softener of copolymers, and an additive to
lubricants. A potential link between the quaternary amines present in many
consumer products including shampoos, detergents, and fabric softeners
and the formation of nitrosamine in wastewater has been identified.

It has been found that NDMA, along with other nitrosamines, can cause
cancer in laboratory animals. In its Integrated Risk Information System
(IRIS) database, the U.S. EPA has classified a number of the nitrosamines
as probable human carcinogens. Because of the presence of NDMA and
other nitrosamines in drinking water, it appears likely that NDMA will
be a candidate for future regulation. However, because the development
of an MCL for NDMA will not be available for several years, a 10-mg/L
notification level has been established by a number of states to provide
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information to local government agencies that may ultimately be used in
the developing regulations.

Endocrine Disruptors, Pharmaceuticals, and Personal Care Products

The presence of pharmaceuticals, personal care products, and hormonally
active agents in the environment is also another area of concern. One of the
concerns with these products is they release chemical substances that may
have possible endocrine disrupting effects in humans in the environment
(Trussell, 2001). Domestic wastes are the primary sources of these personal
care products and hormonally active agents in the environment. There are
a broad variety of pharmaceuticals and personal care products that can be
released into the environment, as listed in Table 4-6. In addition, other
types of compounds are being examined as potentially being hormonally
active agents. These include such compounds as pesticides, plastic addi-
tives, polychlorinated biphenyls, brominated flame retardants, dioxins, and
hormones and their metabolites.

The public health impacts of exposure to low levels of these contami-
nants are not well defined. Potential health impacts include disruption of
the male and female reproductive systems, the hypothalamus and pituitary,
and the thyroid. The 1996 amendments to the SDWA required the U.S. EPA
to develop a screening and testing program to determine which chemical
substances have possible endocrine-disrupting effects in humans. For the
development of this program the Endocrine Disruptor Screening and Test-
ing Advisory Committee (EDSTAC) was formed. Several compounds that
may turn out to be identified as hormonally active agents are already regu-
lated in drinking water and include such contaminants as cadmium, lead,
mercury, atrazine, chlordane, dichlorodiphenyl trichloroethane (DDT),
endrin, lindane, methoxychlor, simazine, toxaphene, benzo[a]pyrene, di-
(2-ethylhexyl) phthalate, dioxin, and polychlorinated biphenyls.

Nanoparticles and Nanotechnology
The manufacture and use of nanoparticles, which range from 1 to 100 nm,
is a relatively new and rapidly growing field. Nanotechnology involves the

Table 4-6
Representative examples of pharmaceuticals
and personal care products

Analgesics Fragrances
Antibiotics Hormones
Antiepileptic medicines Hair care products
Anti-inflammatory medicines Oral hygiene products
Bath additives Skin care products
Blood lipid regulators Stimulants

Cough syrups Sunscreens

Detergents
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design, production, and application of nanoparticles in various config-
urations (e.g., singly, clusters, clumps, etc.) in a variety of commercial
and scientific applications such as consumer products, food technology,
medical products, electronics, pharmaceuticals, and drug delivery systems
(SCENIHR, 2006).

Because the field of nanotechnology is so new, few research programs
have been initiated that are aimed at understanding the toxicity and
potential risk of nanoparticles in the environment. The potential for
discharge of nanoparticles to the environment will increase as production
increases, so it is important to obtain a better understanding of the health
risk and environmental impact of these materials. The U.S. EPA is currently
leading scientific efforts to understand the potential risks to humans,
wildlife, and ecosystems from exposure to nanoparticles and nanomaterials.
One nanopaticle that will likely be regulated in the near future is nanosilver
because of its potential toxicity.

Although the U.S. EPA sets national regulations, the SDWA gives states
the opportunity to obtain primary enforcement responsibility (primacy).
States with primacy must develop their own drinking water standards, which
must be at least as stringent as the U.S. EPA standards. Almost all states
have applied for and have been granted primacy. In many instances, the
state water quality standards are identical to the U.S. EPA NPDWR and
amendments thereto.

A number of agencies outside the United States have developed drink-
ing water regulations. These include standards for individual countries or
groups of countries. The WHO has been at the forefront of developing
standards. The WHO standards, known as the Guidelines for Drinking
Water Quality (WHO, 1993, 2006), are meant for guidance only and are
recommendations, not mandatory requirements. However, the WHO stan-
dards have been adopted in whole or in part by a number of countries as
a basis of formulation for national standards. The WHO guidelines con-
tain recommendations, health-based standards, monitoring, measurement,
and removal for microbial quality and waterborne pathogens, chemical
constituents, radionuclides, and aesthetic aspects.

The continued process of water quality regulation is expected to produce
additional standards in the future, especially as new compounds are being
developed and identified continually. As the U.S. EPA continues to work
toward protection of public health, it is expected that standards will be set
or revised for more constituents as well as the individual processes and the
distribution systems. Improved methods for risk assessment, analysis, and
removal of drinking water constituents will also contribute to regulatory
activity in the future. In addition, the U.S. EPA released nine white papers
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on potential public health risks associated with various distribution system
issues in 2002 covering the following topics: (1) intrusion, (2) cross-
connection control, (3) aging infrastructure and corrosion, (4) permeation
and leaching, (5) nitrification, (6) biofilms/microbial growth, (7) covered
storage, (8) decay in water quality over time, and (9) new and repaired
water mains.

4-4 Qverview of Methods Used to Treat Water

A variety of methods have been developed and new methods are being
developed for the treatment of water. In most situations, a combination or
sequence of methods is needed depending on the quality of the untreated
water and the desired quality of the treated water. Although treating water
is relatively inexpensive on a volumetric basis, there is little opportunity to
modify water quality directly in most natural systems such as streams, lakes,
and groundwaters because of the large volumes involved. It is common
to treat the water used for public water supplies before distribution and
to treat wastewater in engineered systems before it is returned to the
environment. It is the purpose of this section to present an overview of
the various methods and means used for the treatment of water. Topics
to be considered include (1) the classification of treatment methods and
(2) the application of the various methods used for the treatment of specific
constituents.

The constituents in water and wastewater are removed by physical, chem-
ical, and biological means. An individual process is known throughout
environmental engineering and chemical engineering literature as a unit
process, although the phrase wunit operation is sometimes used and the
two phrases can be used interchangeably. The most common unit pro-
cesses in water treatment remove constituents through a combination of
physical and chemical means and are known as physicochemical unit pro-
cesses. The unit processes used for the treatment of water are reported
in Table 4-7.

Water treatment plants rarely contain a single unit process; instead,
they typically have a series of processes. Multiple processes may be needed
when different processes are needed for different contaminants. In addi-
tion, sometimes processes are effective only when used in concert with
another; that is, two processes individually may be useless for removing a
compound but together may be effective if the first process preconditions
the compound so that the second process can remove it. A series of unit
processes is called a treatment train. Although unit processes are combined
into treatment trains in water treatment plants, they are usually considered
separately. By considering each unit process separately, it is possible to
examine the fundamental principles involved apart from their application
in the treatment of water.
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Table 4-7
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Typical unit processes used for the treatment of water

Unit Process

Adsorption

Advanced
oxidation

Aeration

Biofiltration

Chemical
disinfection

Chemical
neutralization

Chemical oxidation

Chemical
precipitation

Coagulation

Description

The accumulation of a material at the
interface between two phases

Use of chemical reactions that generate
highly reactive short-lived hydroxyl
radicals (OH ) for purpose of oxidizing
chemical compounds; typical reactions
that produce these free radicals, listed
from most common to least common:
03, Peroxone (H,05, and 03), O3 and UV
radiation, and H,0, and UV radiation

The process of contacting a liquid with
air by which a gas is transferred from
one phase to another: either the gas
phase to the liquid phase (gas
absorption) or the liquid phase to

the gas phase (gas stripping)

Rapid granular media (often activated
carbon) filter operated for dual purpose
of particle removal and removal of
biodegradable organic matter by
biological oxidation

Addition of oxidizing chemical agents to
inactivate pathogenic organisms in water

Neutralization of solution though addition
of chemical agents

Addition of oxidizing agent to bring about
change in chemical composition of
compound or group of compounds

Addition of chemicals to bring about
removal of specific constituents through
solid-phase precipitation

Process of destabilizing colloidals so that
particle growth can occur during
flocculation

Typical Application in Water
Treatment

Removal of dissolved organics from
water using granular activated carbon
(GAC) or powdered activated carbon
(PAC)

Oxidation of certain humic compounds,
pesticides, and chlorinated organics and
some taste and odor compounds such
as methylisoborneol (MIB) and geosmin
found in surface waters and
contaminated groundwaters

Removal of gases from groundwater
(e.g., H,S, VOCs, CO5, and radon);
oxygenation of the water to promote
oxidation of iron and manganese

Removal of biodegradable organic
matter (BOM) following ozonation

Disinfection of water with chlorine,
chlorine compounds, or ozone

Control of pH; optimizing operating
range for other treatment processes

Oxidation of iron and manganese

for subsequent removal with other
processes; control of odors; removal
of ammonia

Removal of heavy metals, phosphorus

Addition of chemicals such as ferric
chloride, alum, and polymers to
destabilize particles found in water
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Table 4-7 (Continued)

Unit Process

Denitrification

Disinfection

Distillation

Filtration (granular)

Filtration
(membrane)

Flocculation

Flotation,
dissolved air

Flow equalization

Gravity separation,
accelerated

Description

Biological conversion of nitrate (NO;~) to
nitrogen gas (N,)

Addition of chlorine, chloramines,
chlorine dioxide, ozone, or UV light
followed by a specified amount of
contact time

Separation of components of liquid from
liquid by vaporization and condensation

The removal of particles by passing
water through a bed of granular material,
particles are removed by transport and
attachment to the filter media

The removal of particles by passing
water through a porous membrane
material; particles are removed by
straining (size exclusion) because they
are larger than the pores

Aggregation of particles that have been
chemically destabilized through
coagulation

Removal of fine particles and flocculent
particles with specific gravity less than
water or very low settling velocities

Storage basin in a process train, which
can store water to equalize flow and
minimize variation in water quality

Solids contact clarifiers and floc-blanket
clarifiers where coagulation, flocculation,
and sedimentation occur in a single basin
and gravity settling occurs in an
accelerated flow field
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Typical Application in Water
Treatment

Conversion of nitrate found in some
surface wastes to nitrogen gas

Inactivation of pathogenic organisms
such as viruses, bacteria, and protozoa

Used for desalination of seawater

Removal of solids following coagulation,
flocculation, gravity sedimentation, or
flotation

Used to remove turbidity, viruses,
bacteria, and protozoa such as Giardia
and Cryptosporidium

Used to create larger particles that can
be more readily removed by other
processes such as gravity settling or
filtration

Removal of particles following
coagulation and flocculation for
high-quality raw waters that are low
in turbidity, color, and/or TOC or
experience heavy algal blooms

Large storage tanks used to store waste
washwater to permit constant return flow
to head of treatment plant; clearwells
used to store treated water to allow
treatment plant to operate at constant
rate regardless of short-term changes

in system demand

Where land area is limited, surface
loading rates are typically 2.4 m/h
(1 gal/ft? -min) and higher; lime-soda
softening

(continues)



192

4 Water Quality Management Strategies

Table 4-7 (Continued)

Unit Process

lon exchange

Mixing

Nitrification

Reverse osmosis

Screening, coarse

Screening, micro

Sedimentation

Stabilization

Ultraviolet light
oxidation

Application of
Unit Processes

Description

Process in which ions of given species
are displaced (exchanged) from insoluble
exchange material by ions of different
species in solution

Mixing and blending of two or more
solutions through input of energy

Biological conversion of ammonia (NH3)
to nitrate (NO5 ™)

A membrane process that separates
dissolved solutes from water by
differences in solubility or diffusivity
through the membrane material; uses
reverse osmosis or nanofiltraiton
membranes

Passing untreated water through coarse
screen to remove large particles from
20 to 150 mm and larger

Passing water through stainless steel
or polyester media for removal of small
particles from 0.025 to 1.5 mm

from untreated water by straining

(i.e., interception) on a screen

Separation of settleable solids by gravity

Addition of chemical to render treated
water neutral with respect to formation
of calcium carbonate scale

Use of UV light to oxidize complex
organic molecules and compounds

Typical Application in Water
Treatment

Removal of hardness, nitrate, NOM, and
bromide; also complete demineralization

Used to mix and blend chemicals

Conversion of ammonia found in some
surface wastes to nitrate for subsequent
removal by denitrification

To produce potable water from ocean,
sea, or brackish water; water softening;
removal of specific dissolved
contaminants such as pesticides and
removal of NOM to control DBP formation

Used at the intake structure to remove
sticks, rags, and other large debris
from untreated water by straining

(i.e., interception) on screen

Used for removal of filamentous algae

Used to remove particles greater than
0.5 mm generally following coagulation
and flocculation

Stabilization of treated water before
entry into distribution system

Used for the oxidation of
N-nitrosodimethylamine (NDMA)

As discussed in Chaps. 2 and 3, a wide variety of constituents may be found
in water. Representative specific physical, inorganic chemical, organic
chemical, radionuclides biological, and aesthetic constituents that may have
to be removed from surface and groundwater to meet specific water quality
objectives are identified in Table 4-8, along with the treatment processes
that can be used for their removal. For many constituents, a number of
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Application of unit processes for the removal of specific constituents

Constituent

Hardness

Total dissolved
solids (TDS)

Turbidity/
particles

Process

Lime-soda softening

lon exchange

Nanofiltration

Reverse osmosis, ion
exchange, distillation

In-line filtration?

Direct filtration?

Conventional treatment®

Membrane filtration

Slow sand filtration

Applicability
Physical Constituents

Applicable for moderate to extremely hard waters. Historically
the most common method for removal of hardness.

Most common in small installations. Disposal of regenerate
solutions can be a problem.

Often referred to as low-pressure reverse osmosis (RO)
membranes. Applicable for moderate to extremely hard waters.
Disposal of concentrate may be the limiting factor in using
nanofiltration.

Used for desalination with ocean, sea, and brackish water.
Reverse osmosis concentrate and ion exchange regenerate
solution disposal may be the limiting factor in selecting these
treatment processes.

Works well in low-turbidity, low-color waters. Pilot studies should
be performed to establish performance and design criteria.

Applicable for low to moderate turbidity and colored waters.
Pilot studies should be performed to establish performance and
design criteria. Shorter filter runs than conventional treatment.

Works well in moderate- to high-turbidity waters. More
operational flexibility than direct or in-ine filtration options.
Sedimentation basin detention time allows for NOM, taste and
odor, and color removal in combination with sedimentation.
Sometimes can be designed without piloting if local regulatory
agency guidelines are followed.

Effective at removing turbidity, bacteria, and protozoa-sized
particles. Viruses may be removed by some types of
ultrafiltration membranes. Works well on low-turbidity waters or
with pretreatment for particle removal. Natural organics can
foul membranes. Pilot testing required to demonstrate particle
removal and potential for organic fouling. Easily automated and
space requirements are much smaller than conventional plants.

Primary removal mechanisms are biological and physical.
Works well in low-turbidity waters. When used in conjunction
with granular activated carbon (GAC), effective at taste and
odor removal. Surface loading rates are 50 to 100 times lower
than rapid filtration so filters are very large. Most applicable to
small communities, but there are very large plants in operation
throughout the world.

(continues)



194

4 Water Quality Management Strategies

Table 4-8 (Continued)

Constituent

Arsenic

Fluoride

Iron/
manganese

Nitrate

Selenium

Sulfate

Sulfide

Process

Applicability

Inorganic Chemical Constituents

Coagulation/ precipitation,
activated alumina, ion
exchange, reverse
0SmOsis

Lime softening,
coagulation/ precipitation,
activated alumina

Oxidation,
polyphosphates,
ion exchange

Biological denitrification,
reverse osmosis, ion
exchange

Coagulation/ precipitation,
activated alumina, ion
exchange, reverse
0Smosis

Reverse osmosis

Oxidation

Conventional coagulation with iron or aluminum salts is
effective for removing greater than 90% of As(V) (with initial
concentrations of roughly 0.1 mg/L) at pH values of 7 or
below. As with fluoride, is strongly adsorbed/exchanged by
activated alumina. Arsenic(lll) is difficult to remove but is rapidly
converted to As(V) with chlorine (Cly).

Lime softening will remove fluoride from water both by forming
an insoluble precipitate and by co-precipitation with magnesium
hydroxide [Mg(OH),]. Alum coagulation will reduce fluoride
levels to acceptable drinking water standards but requires very
large amounts of alum to do so. Contact of fluoride-containing
water with activated alumina will remove fluoride.

Typically found in groundwaters or lake waters with low
dissolved oxygen. Removal is most commonly through
precipitation by oxidation using aeration or chemical addition
(e.g., potassium permanganate or chlorine) for removal by
sedimentation or filtration. Greensand filtration in which
oxidation and filtration take place simultaneously is also
common. The use of polyphosphate precipitation is another
method that can be used for the removal of iron and
manganese. Iron oxidizes much more readily than does
manganese.

Biological denitrification requires the use of special organisms
to reduce nitrate to nitrogen gas. Reverse osmosis will reduce
nitrate levels in drinking water, but this process is used
primarily for treating high TDS and salt water. lon exchange
with anionic resins is attractive when brine disposal is available.

Conventional treatment techniques using alum or ferric sulfate
coagulation and lime softening have been investigated for
selenium removal. Activated alumina has also been investigated
for its potential to remove Se(lV) and Se(Vl). Although
strong-base anion exchange resins have not been thoroughly
investigated for selenium removal, it appears that they could be
successful, but they are not selective for selenium.

Reverse osmosis is most common for removal of sulfate from
seawater.

Typically found in groundwaters as H,S and is responsible for
taste and odors similar to rotten eggs. Removal is most
common through aeration and chlorination.
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Table 4-8 (Continued)

Constituent

Disinfection
by-products

Natural organic
matter

Volatile organics,

pesticides/
herbicides

Radium

Radon

Uranium

Process

Applicability

Organic Chemical Constituents

Enhanced coagulation,
adsorption, alternative
disinfectants low-pressure
reverse 0Smosis

Enhanced coagulation,
adsorption, ion exchange,
reverse 0Smosis

Air stripping, coagulation,
adsorption, advanced
oxidation

Coagulation

Aeration, detention time

Adsorption

Lime softening, ion
exchange, reverse
0Smosis

Strategies for the control of disinfection by-products (DBPs)
include alternative disinfectants (ozone, chlorine dioxide,
chloramines, and ultraviolet light) or removal of DBP
precursor material (NOM) through enhanced coagulation or
adsorption on activated carbon [either GAC or powdered
activated carbon (PAC)]. GAC can be used to remove
bromate, a DBP formed from ozone and bromide. Reverse
osmosis is very effective but expensive.

Enhanced coagulation (low-pH coagulation) can be used to
remove significant amounts of NOM as measured by TOC
and is the most widely used process for NOM removal. GAC
adsorption, postfiltration is also very effective in removing
NOM. lon exchange use is limited by disposal of the
high-TDS regeneration brine. The high cost of RO and
concentrate disposal issues limit the use of this process
for NOM removal.

For volatiles, air-stripping process is recommended. Usually,
volatile organic compound (VOC) removal from the gas
phase is required posttreatment. For nonvolatile
components, coagulation or adsorption process can be
used. Low-pH coagulation (enhanced coagulation) can be
used to remove significant amounts of TOCs and some
nonvolatile organic compounds.

Radionuclides

The selected process depends on the level of
contamination. Residuals may represent a low-level
radioactive waste disposal problem.

Simple aeration is effective. Packed tower aeration can be
used for removal of very high levels. Mixing and detention
time may control low-level radon contamination.

Carbon used for adsorption may be a low-level radioactive
disposal problem.

The selected process depends on the level of
contamination. Residuals may represent a low-level
radioactive waste disposal problem.

(continues)
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Table 4-8 (Continued)

Constituent

Algae

Bacteria

Protozoan cysts

Viruses

Process

Applicability

Microbial Constituents

Copper sulfate,
conventional treatment,
dissolved air flotation,
microscreening

Conventional treatment,
membrane filtration,
reverse 0Smosis,
disinfection

Conventional treatment,
granular media filtration,
reverse osmosis,
high-pressure membranes,
disinfection

Conventional treatment,©
membrane filtration,
reverse 0smosis,
disinfection

Copper sulfate application in raw-water storage areas
(e.g., reservoirs, ponds, and lakes) has been used to
control algal blooms. Moderate to severe seasonal
algae bloom situations can be handled through careful
control of conventional processes: sedimentation and
filtration. Direct filtration and in-line filtration can
experience extremely shortened filter runs during
algae episodes. For persistent algae problems,
dissolved air flotation processes or contact
clarification devices should be considered.
Microscreening may be used at the headworks of a
treatment plant for filamentous algae removal.

Bacteria can be removed through conventional
processes, including sedimentation and filtration.
Membrane processes provide a positive barrier to
most bacteria. Given sufficient dose and contact time,
all common disinfectants (chlorine, chlorine dioxide,
chloramines, UV, ozone) are effective at inactivation
of bacteria.

Pathogenic cysts and oocysts (Giardia and
Cryptosporidium) require high levels of disinfectants
to inactivate. Effectiveness in decreasing order is
ozone > chlorine dioxide > chlorine > chloramines.
Conventional treatment as well as granular media
filtration is effective at removing cysts and oocysts.
Membrane processes provide a positive barrier for
cysts. UV irradiation is also very effective.

Viruses can be removed through conventional
processes, including sedimentation and filtration.
Membrane process with low-molecular-weight cutoff
such as some ultrafiltration membranes can be used
for virus removal. Pilot studies are required with
membranes to demonstrate effective control. All
common disinfectants, with the exception of
chloramines, are effective at inactivation of most
viruses. Chloramines require a long contact time at
high doses for effective virus disinfection.
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Table 4-8 (Continued)

Constituent Process

Color Coagulation/
precipitation
Adsorption with GAC
or PAC

Oxidation with chlorine,
ozone, potassium
permanganate, and
chlorine dioxide

0zone/BAC (biologically
active carbon)

Taste and Source control with

odorsd copper sulfate and
reservoir destratification
(in situ aeration)

Oxidation with chlorine,
ozone, potassium
permanganate, and
chlorine dioxide

Adsorption with GAC

Applicability

Aesthetic Constituents

High coagulation doses and low pH can be effective even for
very high color levels. Bench or pilot testing is recommended.

Granular activated carbon as a filter mediium can be very
effective for low to moderate taste and odor levels. Replacement
is usually on a 3-5-year cycle. In slurry form, PAC can be added
to the coagulation process for taste and odor control. PAC is
especially effective in contact clarification devices.

Effectiveness is generally ozone > chlorine > chlorine dioxide >
KMnOy. pH can affect the efficiency and some colors may return
after oxidation. Pilot or bench studies are recommended.

Preoxidation followed by biologically active carbon treatment has
proven effective for a number of colored waters.

Many taste and odor problems are associated with algae
growths and reservoir turnover. Copper sulfate applied in the
source water is effective at controlling algae growth. Aeration is
appropriate for use in relatively shallow raw-water storage areas
where seasonal turnover of stratified water releases taste and
odor compounds.

Chlorine may be used to control taste and odors from H,S but is
not effective at algal taste and odors and may even make these
types of taste and odors worse. Chlorination of industrial
chemicals such as phenols intensifies objectionable tastes.
Ozone is viewed as one of the most effective oxidants for
reducing taste and odors and has the additional benefit in that it
can also be used for disinfection. Permanganate is effective for
removal of some algae taste and odors at alkaline pH but not the
most common taste and odor compounds MIB and geosmin.
Additionally, overdosing results in pink water and the formation
of black deposits in the distribution systems and household and
industrial appurtanences. Chlorine dioxide is effective at
controlling many tastes and odors but is not effective in reducing
geosmin and MIB. Pilot or bench testing should be performed to
determine the best oxidation approach.

Granular activated carbon bed life can be short depending on
the levels and empty bed contact time (EBCT).

?In-line filtration is comprised of coagulation followed by filtration. Also known as contact filtration in countries outside the

United States.

bDirect filtration is comprised of coagulation followed by flocculation and filtration.
¢Conventional treatment is comprised of coagulation, flocculation, sedimentation, and filtration.
dTotal dissolved solids, which can also cause taste and odor problems, are considered under the heading physical

parameters.
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processes can be used. Final process selection will depend, in part, on what
additional constituents must be removed and how complimentary are the
processes being considered.

4-5 Development of Systems for Water Treatment

General
Considerations
Involved in
Selection of
Water Treatment
Processes

The design, construction, and operation of water treatment facilities follow
a process that starts with the desire or need for clean potable water. The
initial design is based on water quality data, regulatory requirements, water
quality issues, consumer concerns, construction challenges, operational
constraints, water treatment technology, and economic feasibility, all of
which are combined with human creativity to develop a water treatment
plant design. The design is then transformed into a permanent facility
through the construction process and becomes an operational water treat-
ment facility with the addition of raw materials and operator know-how.
The general considerations involved in the development of systems for
water treatment include (1) process selection, (2) the synthesis of surface
water and groundwater treatment processes, (3) treatment processes for
residuals management, (4) the sizing of treatment train processes and
ancillary equipment, and (5) conducting pilot studies. The multibarrier
concept as applied to the design of water treatment systems is considered
in Sec. 4-6. Detailed analysis of the unit processes are considered in the
following chapters.

The water treatment process selection starts with at least three key pieces of
information: source water quality and variability, required and/or desired
quality of the treated water, and required plant production and operational
goals. Other factors that affect treatment process selection, including the
impact of BAT and the various treatment rules, are also considered (Patania
Brown, 2002).

SOURCE WATER QUALITY

The first step is gathering key information about the source water quality
and variability, be it surface water or groundwater (see Fig. 4-3). For surface
waters, this information should include typical and event water as well as
source stability. Event water quality (i.e., variability) is the water quality that
coincides with specific occurrences such as spring runoff, summer algae
growth, fall reservoir turnover, and minimum winter water temperatures.
Impounded water sources tend to be more stable than flowing river sources,
meaning the water quality in impounded sources changes much less rapidly
than the water quality in flowing river sources. In general, groundwaters
tend to be more stable but, depending on the pumping rate, may contain
variable amounts of gases and synthetic organic compounds (SOCs).
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Shallow
wells and bank
filtration

Off-river
storage

River or
channel
intake

Residuals
to reuse or
disposal

Water
treatment
facility
Treated water
to distribution
system

Lamella
presettling
(optional)

QOcean, lake, or

reservoir intake Figure 4-3

Many source water quality characteristics can affect treatability. Physical
characteristics include turbidity and particulates. Organic characteristics
include natural organic matter (NOM), disinfection by-product precursors,
color, and chlorine demand. Microbial constituents include protozoa such
as Cryptosporidium and Giardia, viruses, bacteria, and helminths. Chemical
parameters that affect treatability include pH, alkalinity, hardness, and cor-
rosivity. Inorganic constituents may include iron, manganese, arsenic, and
bromide. Aesthetic concerns include color, taste, and odor. Constituents
of regulatory concern include SOCs, VOCs, some inorganic constituents,
and radionuclides plus other water quality characteristics such as algae and
biological stability.

REQUIRED TREATED WATER QUALITY

The required and/or desired treated water quality also imposes constraints
on the treatment process. Treated water quality is directly impacted by cur-
rent and future regulatory compliance, the quality objectives of the utility,
consumer expectations, and political constraints. For example, regulatory
compliance with disinfection by-products may become more stringent or
a water may have periodic taste and odor episodes. Achieving treated
water quality goals frequently means more than one process is necessary
to address a quality issue. This multiple-barrier approach is described
in Sec. 4-6.

Definition sketch for water supply sources.
Depending on water quality and characteristics
of surface water sources, presedimentation
facilities may be employed.
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PLANT PRODUCTION AND OPERATIONAL GOALS

Plant production and operational goals can vary and sometimes can be at
odds with each other. Typical productivity operational goals for a water
filtration plant can include:

U Filtration efficiency, generally defined by unit filter run volume
(UFRV)

U Filter run length, which may be based on operator convenience
) Terminal head loss, which is typically dictated by the hydraulic profile

) Filter maturation volume, which is the volume of water filtered to
waste

1 Disinfection Ct value [the residual disinfection concentration C
(mg/L) multiplied by the contact time ¢ (min) |, which can be in the
chlorine contact basin, the ozone contactors, or throughout the plant
processes, depending upon where the disinfectant addition occurs

An example of specific operational goals for a new water treatment plant is
given in Table 4-9.

If there are other plants that are treating the same or similar source water,
it is important to take full advantage of this knowledge and experience.
Operator knowledge is a huge source of information that is practical and
useful in designing a new plant. Operational information that may be
available could include what processes and types of chemicals are being
used, how to treat changes in raw-water quality, what the operators like and
do not like about their plant, and how the new plant may be more efficient,
easier to operate, and more flexible for meeting future regulations.

Table 4-9

Example operational goals for new direct-filtration water treatment plant
Parameter Unit Goal
Ozone disinfection log inactivation 1.0 log Cryptosporidium inactivation

for directfiltration process train
0.5 log Cryptosporidium inactivation
for clarification process train

Filter run length h 24h
Terminal head loss m 3.0

ft 10.0
Turbidity at NTU 0.1 NTU
breakthrough
Unit filter run m3,/m? 200-400
volume (UFRV) (gal/ft?) 5000-10,000
Unit backwash m3/m? 4-8

volume (gal/ft?) 100-200
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BEST AVAILABLE TECHNOLOGY AND TREATMENT RULES

Along with the establishment of MCL values for a variety of constituents,
the U.S. EPA has also developed a recommended list of BATs for treating
each contaminant for which EPA sets an MCL. The BAT represents the
minimum acceptable level of treatment. As noted in the previous section,
a water purveyor is not required to install the recommended BAT but must
comply with the appropriate MCLs. It is also interesting to note that if BAT
is used and the MCL values cannot be met, the water purveyor is not held
responsible.

The various U.S. EPA rules that apply to water supply systems also impact
the selection of treatment processes. For example, rules that deal with the
removal of microbial contaminants (e.g., viruses, heterotrophic bacteria,
G. lamblia, Cryptosporidium, etc.) were identified previoulsly in Table 4-5.
Thus, the requirements set forth in the various rules will also affect the
selection, design, and operation of water treatment facilities. The challenge
for the designer of water treatment facilities is to meet current regulations
while at the same time trying to anticipate what changes will occur in
regulations and rules over the useful life of the facility and how they might
impact the design and operation of the facility in the future.

OTHER FACTORS AFFECTING PROCESS SELECTION

Other factors such as steering committee guidance, phasing options, meet-
ing known regulations, and balancing meeting versus planning for future
regulations are all important in treatment process selection. Sometimes an
important driver of process selection may be a political agenda, a commu-
nity issue, or an unusual health issue, but whatever the driver is, it may be
the deciding factor for why a particular process is selected over another
process.

As described in the previous section, many different processes are available
for drinking water treatment. Some processes may be easily ruled out,
as they are obviously not appropriate for the raw water being treated.
Other processes may seem reasonable and warrant further investigation.
Important factors that must be considered in the selection of the treatment
process scheme and facility designs are reported in Table 4-10.

Experience acquired through treatment of the same or similar source
waters provides an excellent guide in selecting the treatment process
scheme. However, where experience is lacking or where there is desire to
provide for a different degree of treatment, special studies are required.
The special studies include bench-scale study in the laboratory, pilot plant
testing, and plant-scale simulation testing. Examples of prototype studies
used in actual treatment plant design are presented in Chap. 23.

Reference materials that provide design guidelines and standards are
valuable tools to the water treatment plant design engineer. The many books
published by the American Water Works Association (AWWA) contain a
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Important factors that must be considered when evaluating and selecting unit processes

Factor
Adaptability
Applicable flow range

Applicable flow variation

Ancillary processes

Chemical requirements

Climatic constraints

Compatibility

Complexity

Energy requirements

Environmental
constraints

Environmental protection

Economic life-cycle
analysis

Inhibiting and unaffected
constituents

Land availability

Comment
Can the process be modified to meet future treatment requirements?

The process should be matched to the expected range of flow rates. For
example, slow sand filters are generally not suitable for extremely large flow
rates in highly populated areas.

Most unit processes have to be designed to operate over a wide range of flow
rates. Most processes work best at a relatively constant flow rate.

What support processes are required? How do they affect the treated water
quality, especially when they become inoperative? What backup provisions are
necessary to ensure continued operation of vital ancillary processes, such as
chemical feed?

What resources and what amounts must be committed for a long period of time
for the successful operation of the unit process? What effects might the
addition of chemicals have on the characteristics of the treatment residuals and
the cost of treatment? Are there neighbor concerns that have to be considered
both onsite and in transporting chemicals to the site?

Temperature affects the rate of reaction of most processes. Temperature may
also affect the physical operation of the facilities.

Can the unit process be used successfully with existing facilities? Can plant
expansion be accomplished easily?

How complex is the process to operate under routine or emergency conditions?
What levels of training must the operators have to operate the process?

The energy requirements, as well as probable future energy cost, must be
known if cost-effective treatment systems are to be designed.

Environmental factors, such as animal habitat and proximity to residential areas,
may restrict or affect the use of certain processes and types of intakes. Noise
and traffic may affect selection of a plant site and impact the plant deliveries.

What specific steps need to be taken to protect the environment? Are chemical
spills or discharges environmental threats and what ancillary processes are
necessary to address these events?

Cost evaluation must consider initial capital cost and long-term operating and
maintenance costs. The plant with the lowest initial capital cost may not be the
most effective with respect to operating and maintenance costs. The nature of
the available funding will also affect the choice of the process.

What constituents are present and may be inhibitory to the treatment
processes? What constituents are not affected during treatment?

Is there sufficient space to accommodate not only the facilities currently being
considered but also possible future expansion? How much of a buffer zone is
available to provide landscaping to minimize visual and other impacts?



Table 4-10 (Continued)
Factor

Operating and
maintenance
requirements

Other resource
requirements

Performance

Personnel requirements

Process applicability

Process sizing based on
mass transfer rates or
process criteria

Process sizing based on
reaction kinetics or
process loading criteria

Process sizing based on
redundancy requirements
and size availability

Raw-water
characteristics

Reliability

Residuals processing
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Comment

What special operating or maintenance requirements will need to be provided?
What spare parts will be required and what will be their availability and cost?

What, if any, additional resources must be committed to the successful
implementation of the proposed treatment system using the unit process
being considered?

Performance is usually measured in terms of treated water quality, which
must be consistent with the governing regulations and treatment goals.

How many people and what levels of skills are needed to operate the unit
process? Are these skills readily available? How much training will be required?

The applicability of a process is evaluated on the basis of past experience,
data from full-scale plants, published data, and pilot plant studies. If new or
unusual conditions are encountered, pilot plant studies are essential.

Reactor sizing is based on mass transfer coefficients. If mass transfer rates
are not available, process criteria are used. Data for mass transfer
coefficients and process criteria usually are derived from experience,
published literature, and the results of pilot plant studies.

Reactor sizing is based on the governing reaction kinetics and kinetic
coefficients. If kinetic expressions are not available, more general process
criteria are used. Data for kinetic expressions and process loading criteria
usually are derived from experience, published literature, and the results of
pilot plant studies.

Size processes to accommodate regular operational and maintenance
activities such as when a sedimentation basin is drained for maintenance or a
filter is being backwashed. Additionally, some processes (typically proprietary
processes) are available only in certain sizes, which may make them either
too large for some applications or so small that numerous units are required,
making the process impractical.

The characteristics of the raw water affect the types of processes to be used
and the requirements for their proper operation.

What is the long-term reliability of the unit process being considered? Is the
process easily upset? Can it stand periodic excursions in raw-water quality? If
so, how do such occurrences affect the treated-water quality?

Are there any constraints that would make sludge, concentrate, or
regeneration brine processing and disposal infeasible or expensive? The
selection of the residuals-processing system should go hand in hand with the
selection of the liquid treatment system.

(continues)
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Table 4-10 (Continued)

Factor
Security

Treatment residuals

Comment

Secure water treatment plants are vital to protect the public from attack. Can
the process be readily protected from intentional upset? What steps or
facilities are required to protect the overall plant?

The types and amounts of solid, liquid, and gaseous residuals produced must
be known or estimated.

Source: Adapted from Tchobanoglous et al. (2003).

wealth of material gathered from a number of sources on specific topics.
The AWWA handbook on Water Quality and Treatment (AWWA, 2011), is
also useful. A popular reference for treatment plant design used primarily
in the mid and eastern United States is the Recommended Standards for Water
Works, which is also known as the Ten State Standards (Great Lakes Upper
Mississippi River Board, 2003). The book Integrated Design and Operation
of Water Treatment Facilities (Kawamura, 2000) is an excellent all-round
reference on design and operation. The book Pump Station Design (Jones
et al.,, 2008) is comprehensive with respect to the design of pumping
facilities. Ancillary equipment such as chemical feed systems is generally
not addressed in typical water treatment plant references but is covered
in specialty references and brouchers supplied by manufacturers. The U.S.
EPA has published many manuals and reports, including documents for
optimizing water treatment plants using the comprehensive performance
evaluation/composite correction program (CPE/CCP).

TYPICAL TREATMENT PROCESSES FOR SURFACE WATER

Depending on the quality of the surface water, a number of alternative
treatment trains (described on process flow diagrams) can be used. Four
common treatment trains for treating surface water are identified below.
Each of these treatment trains is illustrated and described in the following
discussion:

) Conventional water treatment
) Direct- and in-line filtration treatment
) Membrane filtration treatment

] Reverse osmosis treatment

Conventional water treatment

Conventional treatment trains are typically used to treat surface waters with
water quality issues such as high turbidity (typically >20 NTU), high color
(>20 c.u.), or high TOC (>4 mg/L). A conventional process treatment
train consists of coagulation, flocculation, sedimentation, granular media
filtration, and disinfection, as shown on Fig. 4-4. In general, conventional
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plants have more operational flexibility, are hydraulically stable, and require
somewhat less operator attention than other types of water treatment plants.
Another consideration when selecting a conventional process train is land
availability as surface loading rates are typically low, resulting in large
process surface area requirements.

Direct and in-line (contact) filtration

Direct- and in-line filtration treatment trains are typically used to treat
higher quality surface waters with low turbidity (typically <15 NTU), mod-
erate to low color (<20 c.u.), and low TOC (<4 mg/L). As shown on
Fig. 4-5, a directfiltration process treatment train consists of flash mixing,
flocculation, granular media filtration, and disinfection. Coarse deep-bed
monomedia filters (or dual-media filters consisting of a deep layer of
anthracite over a shallow lower layer of coarse sand) are commonly used
in directfiltration plants as a deep coarse filter can store more suspended
solids than a conventional filter. The coagulation and flocculation pro-
cesses are very important and must be able to form a small, tough floc,
as a large floc will readily blind the filters, resulting in shortened filter
run times.

An in-line filtration process treatment train is the same as a direct-
filtration process treatment train, except flocculation is incidental, meaning
flocculation occurs in conveyance structures between the coagulation pro-
cess and the filters and above the filter media instead of in a flocculation
basin. In-line filtration treatment trains are used to treat high to excellent
quality surface waters, meaning very low turbidity (typically <5 NTU), low
color (<10 c.u.), and low TOC (<4 mg/L). Coagulation and filter designs
for in-line process trains are similar to that for directfiltration process
trains. Granular filtration is considered in detail in Chap. 11.

Membrane filtration

A membrane filtration process treatment train consists of a screening
system, low-pressure membranes, and disinfection, as shown on Fig. 4-6.
The screening system consists of cartridge filters or microscreens and may
include coarse screens at the raw-water source if needed. Membrane fil-
tration process trains as configured on Fig. 4-6 are typically used to treat
good-quality surface waters with low turbidity (typically <10 NTU) and
moderate to low color (<10 c.u.) and TOC (<4 mg/L). However, mem-
brane filters can be used to treat water of any quality when combined with
other processes by replacing the granular filters with membrane filters in
the conventional water treatment process described earlier. Filtration mem-
branes are configured in modules, which may be stacked, and membrane
plants may be readily automated, making membrane plants ideal for small,
remote plants on constrained sites. Membrane filtration is considered in

detail in Chap. 12.
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Reverse osmostis treatment

A reverse osmosis (RO) process treatment train consists of a screening sys-
tem, RO membranes, and disinfection, as shown on Fig. 4-7. The screening
system typically consists of cartridge filters or microscreens and may include
coarse screens at the raw-water source and other processes for pretreatment
if needed. Reverse osmosis is mainly used for desalination of seawater or
brackish water and may be used for specific contaminant removal such as
arsenic. Reverse osmosis is considered in detail in Chap. 17.

TYPICAL TREATMENT PROCESSES FOR GROUNDWATER

As with surface water, a number of alternative treatment trains can be used
depending on the quality of the groundwater. Four common treatment
trains for treating groundwater are identified and described in the following
discussion:

J Conventional lime-softening treatment
) Membrane water softening
) Gas removal treatment

J Iron and manganese treatment

Conventional lime softening

Conventional lime softening is used to remove hardness from groundwater.
Water is generally considered hard when total hardness (the sum of
carbonate and noncarbonate hardness) is greater than 150 or 180 mg/L
(see discussion in Chap. 2), but many utilities do not provide softening
unless the hardness is much higher or there is public and political support
for water softening. When hardness is mainly from calcium and magnesium
hardness is low (<40 mg/L), lime is added in a single-stage softening
process, as shown on Fig. 4-8. Adding soda ash increases alkalinity, which
removes noncarbonate hardness. Frequently the coagulation, flocculation,
and sedimentation steps occur in one basin, called a reactor-clarifier with
sludge recirculation, as shown on Fig. 4-8. A more complete discussion of
the softening process may be found in Sec. 20-4.

Membrane softening

An alternative to lime softening for the removal of hardness from ground-
water involves the use of membranes, as shown on Fig. 4-9. Membrane
products that have been used for the softening and removal of other con-
stituents such as color, TOC, and DBP precursors include nanofiltration
(NF) and RO membranes. The difference between NF and RO is the size of
ion removed, with NF removing divalentions and RO removing monovalent
ions (see Fig. 12-2). A major consideration when siting a membrane soft-
ening plant is concentrate disposal, which may be a regulatory stumbling
block. Reverse osmosis membranes are configured in modules, which may
be stacked, and membrane plants may be readily automated, making RO
membrane plants ideal for small, remote plants on constrained sites.
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Figure 4-10

Typical process train
for removal of dissolved
gases and/or volatile
constituents from

groundwater.

Figure 4-11

Typical process train
for removal of iron and

manganese from
groundwater.

4 Water Quality Management Strategies

Air stripping

Air stripping is used to treat groundwater containing undesirable gases
such as hydrogen sulfide or VOCs at levels above the MCL. An air-stripping
process treatment train consists of a stripping tower followed by pressurized
granular media filtration and disinfection, as shown on Fig. 4-10. In some
cases the use of conditioning chemicals and/or acid addition may be nec-
essary to prevent the formation of precipitates. A consideration when using
air stripping is treating the off-gas from the stripping tower. One method
for treatment of the off-gas is carbon adsorption, as shown on Fig. 4-10.

Iron and manganese treatment

Oxidation and precipitation on pressure filters is the process used most
commonly for the removal of inorganic iron and manganese typically found
in groundwaters with low dissolved oxygen, as shown on Fig. 4-11. Oxidants
thatare used include chlorine, potassium permanganate (KMnOy), oxygen,
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Ajr tower granular media
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] storage
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L to distribution
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Water return from
waste washwater
recovery system,
solids dewatering,
and filter-to-waste

Waste washwater Filter-to-waste
to water recovery  water to recycle
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and ozone. Chorine is used when the concentration of iron is less than
2 mg/L and little or no manganese is present. In many cases chlorine
is not effective for the removal of iron because iron can be complexed
with NOM. Consequently, the use of chlorine must be assessed with bench
and pilot tests. In addition, the impact of chlorine on DBP formation
must be considered before choosing chlorine as an oxidant. Potassium
permanganate and ozone are used when both iron and manganese are
present. Oxygen can be effective for oxidizing iron but is not able to break
the NOM-iron complex. Pressure filters may use manganese greensand
media, which is the name commonly used for sand having a high percentage
of glauconite, as shown on Fig. 4-11.

In the treatment processes presented on Figs. 4-4 through 4-11, the primary
objective is to remove certain impurities from the water. Impurities removed
during treatment, along with the added materials and transport water,
are referred to as residuals and consist of liquid-, semisolid-, solid-, and
gaseous-phase products. Typically, these residuals are comprised of the
turbidity-causing materials in raw water, organic and inorganic solids,
algae, bacteria, viruses, protozoa, colloids, precipitates from the raw water
and those added in treatment, and dissolved salts. Sludge is the term used to
refer to the solid, or liquid—solid, portion of some types of water treatment
plant residuals, such as the underflow from sedimentation basins.

The planning, design, and operation of facilities to reuse or dispose of
water treatment residuals is known as residuals management. The principal
objective in residuals management is usually to minimize the amount of
material that must ultimately be disposed by recovering recyclable materials
and reducing the water content of the residuals. Typical residual manage-
ment options are illustrated on Fig. 4-12. Residuals management can have
an important impact on the design and operation of many water treatment
plants. For existing plants, residuals management systems may limit overall
plant capacity if not designed and operated properly. Frequently, residuals
are stored temporarily in the process train before removal for treatment,
recycle, and/or disposal. Residual removal must be optimized for the
process train and coordinated with the residuals management systems to
maintain water quality in the process train. Common unit processes used
for residuals management are given in Table 4-11. The subject of residuals
management is considered in detail in Chap. 21.

Along with selection of the treatment processes to achieve a specific
treatment goal or goals, it is equally important to understand how large or
of what capacity the individual treatment processes must be to meet the
treated water requirements. General guidance on the hydraulic sizing of
treatment processes is presented in Table 4-12. As reported in Table 4-12,
the sizing of most treatment units in a water treatment facility is based on
the peak-day demand at the end of the design period, with the hydraulic
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Figure 4-12

Typical residual processing
options: (a) least
mechanically intensive
employing sludge storage
and dewatering basins,
typically used at small and
remote treatment plants
where adequate land is
available; (b) more
mechanically intensive
employing sludge
thickening, sludge storage
and dewatering basins, and
filter waste washwater
recovery basins, typically
used at intermediate size
plants where adequate

land is available; and

(c) mechanically intensive
employing sludge
thickening, filter waste
washwater recovery basins,
and mechanical dewatering,
typically used at larger
water treatment plants.

4 Water Quality Management Strategies
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Table 4-11
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Typical unit processes used for residual management

Unit Process Description Treatment
Concentration Reducing the volume of reject streams  The reject stream from membrane
from reverse osmosis and ion exchange processes is passed through additional
processes. membranes to further concentrate the
reject stream and reduce the volume
required for ultimate disposal.
Conditioning Conditioning is used to improve the The addition of polymers or lime to alum
physical properties of the sludge so that or ferric thickened sludge from
it can be dewatered easily. sedimentation basins and filter waste
washwater clarifiers prior to mechanical
dewatering.
Dewatering, The objective is to reduce the sludge Thickened, conditioned sludge from
mechanical volume and produce a sludge that can sedimentation basins, waste washwater
be easily handled for further processing. clarifiers, and lagoons is compressed
using vacuum filters, filter presses, or belt
filter presses.
Lime sludge Lime sludge is formed into pellets. Primarily used in the southeastern United
pelletization States on high-calcium, warm-temperature

Thickening (sludge)

Thickening to increase the solids
content of sludge involves the removal
of excess water by decanting and the
concentration of the solids by settling.
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Typical Application in Water

groundwaters during the suspended-bed
cold-softening water treatment process.

Sludge from sedimentation basins and
clarifiers in the waste washwater recovery
system is thickened using centrifuges,
thickeners, lagoons, or sand drying beds.

capacity higher than the peak day to account for recycle and treated waste
streams. Thus, it is very important to secure the best possible estimate of
projected future population growth in the service area.

Information on the acceptable velocities in conveyance piping between
unit processes is presented in Table 4-13. The information given in
Table 4-13 along with the information given in Table 4-12 can be used
to size the piping used to interconnect the various unit processes that
comprise the treatment train. Special attention must be devoted to the
piping that is used to connect flocculation facilities to downstream filters if
floc breakup is to be avoided.

At the other end of the spectrum, a plant also needs to function at
the low end of the anticipated flow range. Frequently, multiple basins and
conveyance pipes are designed so that one or more units may be turned
off when flows are low to maintain appropriate basin loading and pipe
velocities to ensure treated water quality. Chemical feed pumps and storage
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Table 4-12
Guidance for hydraulic sizing of treatment facilities and unit processes

Design Flow Facility and Unit Processes Value

Maximum hour  High-service pump station, depending on local ()
conditions
Water distribution reservoir in distribution system (-

Average day Storage volume for one sludge lagoon 365 x Qagd
Unit processes with one unit out of service Qavg d for Qmax month/30 d
Bulk chemical storage Doseavg x 30 d x Qayg ¢ fOr Omaxyr
Day tank for chemical feed Doseavg x 12h x Qayg g for Omax yr
Average capacity of chemical feeders Doseavg x Qavg d TOr Omax yr

Maximum day?  All treatment processes, including intake facilities? (-~
Plant hydraulic capacity (e.g., piping) 1.25-1.50 x Qmax d
Maximum capacity of chemical feeders Dosemax % Omaxd
Sludge collection, pumping, and treatment facilities (O —
Clearwell capacity 0.15-0.20 x Qmax d
Low- and high-ift internal plant process pumps with (o —
largest pump out of service
High-service pump station with largest pump out of (O —
service
Maximum capacity of flowmetersP (O —

Minimum day Minimum capacity of chemical feeders Dosemin % Omind
Lower capacity of flowmeters Okt
Minimum flow for recycle pumps O @

2The maximum day demand, Qmax 4, 1S at the end of the design period.

bRating the unit processes high is an alternative method for building in future plant capacity (e.g., design the flocculation
basins for 15 min detention time, with the intent of operating at 20 min detention time for the foreseeable future). The ancillary
equipment, such as flowmeters, should be designed to match the rating for the unit processes.

Source: Adapted, in part, from Kawamura (2000).

Pilot Plant Studies

facilities also need to be designed to cover the entire anticipated flow range
and the dose range. The same approach of multiple facilities as well as
pump turndown may be considered when sizing ancillary facilities such as
chemical feed systems.

Where the applicability of a process for a given situation is unknown but the
potential benefits of using the process are significant, bench- or pilot-scale
tests must be conducted (see Fig. 1-3). The purpose of conducting pilot
plant studies is to establish the suitability of the process in the treatment of
a specific water under specific environmental conditions and to obtain the
necessary data on which to base a full-scale design. Factors that should be
considered in planning pilot plant studies for water treatment are presented
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Table 4-13
Guidance for acceptable velocities in water treatment facility piping

U.S. Customary

Units S| Units
Piping Component Unit Value Unit Value
Distribution system ft/s 4.0-10.0 m/s 1.25-3.0
Filter backwash main line ft/s 6.0-9.0 m/s 1.8-2.75
Filter effluent line ft/s 5.0-6.0 m/s 0.4-1.8

Line from floc basin (conventional rapid ~ ft/s 1.0-4.0 m/s 0.3-1.25
sand filter with alum floc)

Line from floc basin (direct filtration  ft/s 2.5-4.5 m/s 0.75-1.4
with polymer)

Pump discharge line ft/s 6.0-9.0 m/s 1.8-2.75
Pump suction line ft/s 4.0-6.0 m/s 1.2-1.8
Raw-water main ft/s 6-8 m/s 1.8-2.5
Waste washwater line ft/s 6.0-8.0 m/s 1.8-2.5

Source: Adapted, in part, from Kawamura (2000).

in Table 4-14. The relative importance of the factors presented in Table 4-14
will depend on the specific application and the reasons for conducting the
testing program. For example, testing of UV disinfection systems is typically
done to (1) verify manufacturers’ performance claims, (2) quantify effects
of water quality on UV performance, (3) assess the effect(s) of system
and reactor hydraulics on UV performance, and (4) investigate photo
reactivation and impacts.

In addition to the criteria in Table 4-14, certain general considerations
are required in the design of pilot plant facilities that make these facilities
useful in process evaluation and selection:

1. The equipmentdesign is dictated by the anticipated use and objective
of the pilot equipment. Permanently mounted trailer installations
do offer some advantages; however, they tend to be somewhat
bulky and inflexible. A modular approach provides the engineer
with a reusable, flexible, and easily transportable configuration. In
the module approach, each process module is self-contained; thus
the experimental designer is free to vary the process train without
concern for the interdependence of the various unit processes on
each other.

2. Atleast two process trains are required to enable side-by-side compar-
ison of various design parameters; otherwise no control is available
for data evaluation comparison.

3. There should be adequate raw-water supply that mimics the supply
for the full-scale application.
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Table 4-14
Considerations in setting up pilot plant testing programs
Item Consideration
Design of pilot testing program Dependent variables including ranges

Independent variables including ranges

Time required

Test facilities

Test protocols

Statistical design of data acquisition program

Nonphysical design factors Available time, money, and labor
Degree of innovation and motivation involved
Quality of water or waste washwater
Location of facilities
Complexity of process
Similar testing experience
Dependent and independent variables

Pilot plant size Bench- or laboratory-scale model
Pilot-scale tests
Full- (prototype) scale tests

Physical design factors Scale-up factors
Size of prototype
Facilities and equipment required and setup
Materials of construction

Reasons for conducting pilot testing Test new process
Simulation of another process
Predict process performance
Document process performance
Optimize system design
Satisfy regulatory agency requirements
Satisfy legal requirements
Verify performance claims made by manufacturer

Source: Adapted from Tchobanoglous et al. (2003).

4. Adequate bypass capabilities need to be provided around and within
unit processes.

5. The effect of scale-up on system process performance should be
considered (e.g., the “‘sidewall’” effects in granular media filtration,
hydrodynamics of gravity settling and mixing).

6. Flexibility in the operation should be maximized, especially with
respect to multiple chemical addition points. In addition, provisions
to add various types of chemicals are desirable.

7. All pumps and motors should be equipped with a variable-speed
adjustment and rate control. For example, the speed of the floccu-
lators should be adjustable to test the effect of flocculation energy
input for various treatment schemes.
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8. Positive flow splitting is best achieved by use of weirs or variable-speed
rate-controlled pumps.

9. Accurate flowmeters are necessary.

10. If positive displacement (peristaltic) pumps are used, a pulsation
dampener is needed to eliminate high and low surges created by the
action of the pump.

11. Unlike full-scale facilities, the hydraulics of pilot plants should be
designed to accommodate a wide range of flow conditions. For
example, normal filtration rates in water treatment plants are on the
order of 12 to 19 m/h (5 to 8 gpm/ft2); however, higher filtration
rate (e.g., 29 to 36 m/h or 12 to 15 gpm/ftQ) should be utilized in
sizing the inlet and outlet piping of pilot equipment.

12. Provisions for the artificial injection of turbidity (or other water
quality constituents) may be desirable to simulate periodic extreme
raw-water quality conditions.

13. When more than one process train is utilized, an influent or transi-
tion structure may be required. Such a structure should include (1)
a means of providing an even flow split to each process train, (2)
a common location for the introduction of pretreatment chemicals
and monitoring of influent water quality parameters, and (3) provi-
sions for a strainer to remove gross debris such as leaves and twigs
that could clog tubing.

The objective of treatment processes is to remove contaminants. Removal
can be determined for bulk water quality measures (e.g., turbidity, total
dissolved solids) or for individual constituents of interest (e.g., perchlorate,
Cryptosporidium oocysts). The fraction of a constituent removed by a process
can be calculated with the equation

G,
R=1-—— (4-1)
Gi
where R = removal expressed as a fraction, dimensionless
C, = effluent concentration, mg/L

C; = influent concentration, mg/L

In general, Eq. 4-1 is used where the removal efficiency for a given con-
stituent is three orders of magnitude or less (i.e., 99.9%). For some
constituents, such as microorganisms and trace organics, and some pro-
cesses, such as membrane filtration, the concentration in the effluent is
typically three or more orders of magnitude less than the influent con-
centration. For these situations, the removal is expressed in terms of log
removal value (LRV) as given by the equation

LRV = log(C;) — log(C,) = log (%) (4-2)

“e
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For example, if the influent and effluent concentrations of E. coli were 107
and 102 org/100 mL, respectively, the corresponding log removal value
would be 5 [10g(107/102) = 5]. The log removal notation is used routinely
to express the removals achieved with membrane filtration (Chap. 12) and
for disinfection (Chap. 13).

4-6 Multiple-Barrier Concept

Pathogens, one of the most important targets of drinking water treatment,
place special demands on the performance of the water treatment process
because acute effects can result from short-term exposure. As a result,
where pathogens are concerned, the reliability of the treatment train is
especially important. To address this issue, public health engineers require
that the water supply systems include multiple barriers to limit the presence
of pathogens in the treated drinking water. Barriers might include source
protection or additional treatment (Haas and Trussell, 1998). Additional
security in the design and operation of the water distribution system is
also helpful in protecting the treated water from further contamination.
The multiple-barrier approach is not just a concept of redundancy. It can
be shown that multiple barriers will increase the reliability of the system,
even if the overall removal capability is not significantly different. The
multiple-barrier concept is illustrated in Example 4-1.

Example 4-1 Effect of multiple barriers on reliability

A thought experiment can be used to illustrate the increased reliability asso-
ciated with the use of multiple barriers. Consider two alternative treatment
trains. Train 1 includes one unit process, which, when operating normally,
reduces the target pathogen by six orders of magnitude (a 6 log reduction).
Train 2 includes three independent unit processes in series, each of which,
when operating normally, reduces the target pathogen by two orders of
maghnitude (a 2 log reduction in each step).

For the purpose of this analysis, assume that each of the four unit
processes listed above fails to perform, at random, about 1 percent of the
time and that when a unit process fails the removal it achieves is half of
what it normally achieves. Use the following information estimate: (a) the
overall removal for trains 1 and 2 when all the unit processes are operating
normally and (b) for each train the frequency (in days per year) of various
levels of removal assuming that process failures occur randomly. Present
the results of the frequency in a summary table for various levels of removal.
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Solution

1. Overall removal during normal operation:
a. Train 1. Normal operation = 6 log removal.

b. Train 2. Normal operation = 2 + 2 + 2 = 6 log removal.

2. Frequency of various levels of removal:
a. Train 1:
i. Provides 6 log removal 99 percent of time = 0.99 x 365d =
361.35 d.
ii. Provides 3 log removal 1 percent of time = 0.01 x 365d =
3.65 d.

b. Train 2:

i. Provides 6 log removal when all three processes are operating
normally = 0.99 x 0.99 x 0.99 x 365d = 354 d.

ii. Provides 5 log removal when two of the three processes are
operating normally and one is in failure mode = 0.99 x 0.99
x 0.01 x 3 (failure mode combinations) x 365d = 10.73 d.

iii. Provides 4 log removal when one of the three processes is
operating normally and two are in failure mode = 0.99 x 0.01
x 0.01 x 3 (failure mode combinations) x 365d =0.11d =
2.6 h.

iv. Provides 3 log removal when all three processes are in failure
mode = 0.01 x 0.01 x 0.01 x 365d = 0.00037d = 32s.

3. The results of this analysis are displayed in the following table:

Time of Operation
During Typical Year, d

Log
Removal Train 1 Train 2
6 361.35 354.16
5 10.73
4 0.11
3 3.65 0.00037
Total 365.0 365.0

Comment

Referring to the data in the above table, it will be observed that the process
train with multiple barriers (train 2) is much more robust, reducing the time in
which the consumer is exposed to the poorest removal by 10,000-fold, from
3.65d per year to 32 s per year (0.00037 d). The use of multiple barriers in
treatment provides reduced exposure to the risks that are associated with
process failure.
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Problems and Discussion Topics

4-1

4-2

4-3

4-4

4-5

4-7

The U.S. EPA sets water treatment goals and standards. Discuss the
differences between goals and standards and the differences between
primary and secondary standards.

A water treatment plant design engineer is establishing the treated
water quality goals for a new treatment plant. Describe the steps
the engineer should take to be sure the goals that are established
are in compliance with all current regulations. Identify other groups
or individuals who would be valuable to have participate in the
goal-setting process.

Drinking water regulations are continually evolving. Discuss how an
engineer might approach the design of a new water treatment plant
so that the plant is readily able to meet future regulations.

A drinking water treatment plant is located in an area that is prone to
intense summer rainstorms. The source water for the plant is a river
that begins high in the mountains and flows through land that is used
for growing crops and grazing for cows before it reaches a lake that
is the source for the plant. What constituents would be of concern in
drinking water that would be expected to be in the source water and
what types of unit processes would be appropriate to treat them?

Develop a plan for a pilot plant to evaluate the treatment alternatives
identified in the previous problem. In the plan, include a process
flow diagram, constituents to be evaluated (testing requirements),
and operational information such as study duration.

Discuss how the multiple barrier concept, as it applies to the removal
of pathogens, is at work in one of the process trains, to be selected by
instructor, that are presented on Figs. 4-4 through 4-11 and discussed
in Sec. 4-5.

Consider two alternative treatment trains. Train 1 includes two treat-
ment processes, each of which, when operating normally, reduces the
target pathogen by three orders of magnitude (a 3 log reduction).
Train 2 includes three independent unit processes in series, each
of which, when operating normally, reduces the target pathogen by
two orders of magnitude (a 2 log reduction in each step). If each
of the five unit processes listed above fails to perform, at random,
about one percent of the time and if, when a unit process fails, the
removal it achieves is half of what it normally achieves, estimate: (a)
the overall removal for trains 1 and 2 when all the unit processes are
operating normally and (b) for each train the frequency (in days per
year) of various levels of removal assuming that process failures occur
randomly.

Two alternative treatment trains are being considered. Train 1
includes three treatment processes, each of which, when operating
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normally, reduces the target pathogen by two orders of magnitude (a
2 log reduction). Train 2 includes four independent unit processes in
series. Two of the processes reduce the target pathogen by two orders
of magnitude (a 2 log reduction) Each of the other two processes
reduce the target pathogen by one order of magnitude (a 1 log reduc-
tion in each step). If each of the seven unit processes listed above fails
to perform, at random, about one percent of the time and if, when a
unit process fails, the removal it achieves is half of what it normally
achieves, estimate: (a) the overall removal for trains 1 and 2 when all
the unit processes are operating normally and (b) for each train the
frequency (in days per year) of various levels of removal assuming that
process failures occur randomly.
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Complexation Reactions
Oxidation—Reduction Reactions

Problems and Discussion Topics
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Terminology for Chemical Reactions

Term

Definition

Acid
Acid-base
reactions

Activation
energy
Activity

Activity coefficient
Conjugate base
Conversion
Catalyst

Complex
Elementary

reaction

Free energy

Heterogeneous
reaction

Homogeneous
reaction

A molecule that is capable of releasing a proton.

Reactions that involve the loss or gain of a proton. The
solution becomes more acidic if the reaction
produces a proton or basic if it consumes a proton.
Acid/base reactions are reversible.

Energy barrier that reactants must exceed in order for
the reaction to proceed as written.

Ability of an ion or molecule to participate in a
reaction. In dilute solution, the activity is equal to
the molar concentration. For ions in solution, the
activity decreases as ionic strength increases.

Parameter that relates the concentration of a species
to its activity.

A molecule that can accept a proton and is formed
when an acid releases a proton.

Amount of a reactant that can be lost or converted to
products, normally given as a moles fraction.

A species that Speeds up a chemical reaction, but is
neither consumed nor produced by the reaction.
Species that is comprised of a metal ion and a ligand.

A chemical reaction in which products are formed
directly from reactants without the formation of
intermediate species.

Thermodynamic energy in a system available to do
chemical work. Associated with the potential energy
of chemical reactions. Also known as the Gibbs
energy.

A chemical reaction in which the reactants are present
in two or more phases (i.e., a liquid and a solid).

A chemical reaction in which all reactants are present
in a single phase.
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Definition

lonic strength

[rreversible
reaction

Ligand

Oxidant
Oxidation/
reduction
reaction
Precipitation
reaction
Parallel reactions

Reaction order

Reaction rate law

Reductant

Reversible
reaction

Selectivity

Series reactions

Stoichiometry

A measure of the total concentration of ions in solution.
An increase in the ionic strength increases nonideal
behavior of ions and causes activity to deviate from
concentration.

A chemical reaction that proceeds in the forward
direction only, and proceeds until one of the
reactants has been totally consumed.

Anions that bind with a central metal ion to form soluble
complexes. Common ligands include CN™—, OH—,
Cl-, F~, C05°~, NO5~, S0,2~, and PO,*",

A reactant that gains electrons in a oxidation/
reduction reaction.

A chemical reaction in which electrons are transferred
from one molecule to another. Also known as a
redox reaction. Redox reactions are irreversible.

A chemical reaction in which dissolved species
combine to form a solid. Precipitation reactions are
reversible. The reverse is a dissolution reaction, in
which a solid dissolved to form soluble species.

Reactions that involve the concurrent utilization of a
reactant by multiple pathways.

The power to which concentration is raised in a
reaction rate law.

Mathematical description of rate of reaction. It takes
the form of a rate constant multiplied by the
concentration of reactants raised to a power.

A reactant that loses electrons in a oxidation/reduction
reaction.

A chemical reaction that proceeds in either the forward
or reverse direction, and reaches an equilibrium
condition in which products and reactants are both
present.

The preference of one reaction over another.
Selectivity is equal to the moles of desired product
divided by the moles of reactant that has reacted.

Individual reactions that proceed sequentially to
generate products from reactants.

A quantitative relationship that defines the relative
amount of each reactant consumed and each
product generated during a chemical reaction.
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Chemical reactions are used in water treatment to change the physical,
chemical, and biological nature of water to accomplish water quality objec-
tives. An understanding of chemical reaction pathways and stoichiometry is
needed to develop mathematical expressions that can be used to describe
the rate at which reactions proceed. Kinetic rate laws and reaction stoi-
chiometry are valid regardless of the type of reactor under consideration
and are used in the development of mass balances (see Chap. 6) to describe
the spatial and temporal variation of reactants and products in chemi-
cal reactors. Understanding the equilibrium, kinetic, and mass transfer
behavior of each unit process is necessary in developing effective treatment
strategies. Equilibrium and kinetics are both introduced in this chapter,
and mass transfer is discussed in Chap. 7.

Topics presented in this chapter include (1) chemical reactions and
stoichiometry, (2) equilibrium reactions, (3) thermodynamics of chemical
reactions, (4) reaction kinetics, (5) determination of reaction rate laws, and
(6) chemical reactions used in water treatment. Water chemistry textbooks
(Benefield et al., 1982; Benjamin, 2002; Pankow, 1991; Sawyer et al., 2003;
Snoeyink and Jenkins, 1980; Stumm and Morgan, 1996) may be reviewed
for more complete treatment of these concepts and other principles of
water chemistry.

5-1 Chemical Reactions and Stoichiometry

Types
of Reactions

Chemical operations used for water treatment are often described using
chemical equations. These chemical equations may be used to develop the
stoichiometry that expresses quantitative relationships between reactants
and products participating in a given reaction. An introduction to the types
of chemical reactions and reaction stoichiometry used in water treatment
processes is presented below.

Chemical reactions commonly used in water treatment processes can be
described in various ways. For example, the reactions of acids and bases,
precipitation of solids, complexation of metals, and oxidation—reduction
of water constituents are all important reactions used in water treatment.
In general, reactions can be thought of as reversible and irreversible.
Irreversible reactions tend to proceed to a given endpoint as reactants
are consumed and products are formed until one of the reactants is totally
consumed. Irreversible reactions are signified with an arrow in the chemical
equation, pointing from the reactants to the products. Symbols commonly
used in chemical equations are described in Table 5-1. In the following
reaction, reactants A and B react to form products C and D:

A+B—>C+D (5-1)

Reversible reactions tend to proceed, depending on the specific conditions,
until equilibrium is attained at which point the formation of products from



Table 5-1
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Symbols used in chemical equations

Symbol

—

=

(]

{}
(s)

Description

Irreversible reaction

Reversible reaction

Brackets

Braces

Solid phase

Liquid phase

Aqueous (dissolved)

Gas

Catalysis

Volatilization

Precipitation

Comments

Single arrow points from the reactants to the
products, e.g.,A+B — C

Double arrows used to show that the reaction
proceeds in the forward or reverse direction,
depending on the solution characteristics

Concentration of a chemical constituent or
compound in mol/L

Activity of a chemical constituent or compound

Used to designate chemical component present
in solid phase, e.g., precipitated calcium
carbonate, CaCOs3(s)

Used to designate chemical component present
in liquid phase, e.g., liquid water, H,0())

Used to designate chemical component
dissolved in water, e.g., ammonia in water,
NHs(aq)

Used to designate chemical component present
in gas phase, e.g., chlorine gas, Cl,(g)

Chemical species, represented by x, catalyzes
reaction, e.g., cobalt (Co) is the catalyst in the

reaction SO;°~ + 30, <3 50,2~

Arrow directed up following a component is
used to show volatilization of given component,
e.g., C03%™ + 2H* = CO,(g) 1 +H,0

Arrow directed down following a component is

used to show precipitation of given component,
e.g., Ca’* ¢ 0032’ = CaC0s(s) |

Source: Adapted from Benefield et al., 1982.

the forward reaction is equal to the loss of products for the reverse reaction.
For example, in Eq. 5-1 the reactants A and B react to form products C and
D, whereas in Eq. 5-2 the reactants C and D react to form products A and B:

C+D—>A+B (5-2)

The reactions presented in Eqs. 5-1 and 5-2 can be combined as follows:

A+B=C+D (5-3)
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Theoretically, all reactions are reversible given the appropriate conditions;
however, under the limited range of conditions typically experienced in
water treatment processes, some reactions may be classified as irreversible
for practical purposes.

HOMOGENEOUS REACTIONS

When all the reactants and products are present in the same phase, the
reactions are termed homogeneous. For homogeneous reactions occurring in
water, the reactants and products are dissolved. For example, the reactions
of chlorine (liquid phase) with ammonia (liquid phase) and dissolved
organic matter (liquid phase) are common homogeneous reactions.

HETEROGENEOUS REACTIONS

When reacting materials composed of two or more phases are involved, the
reactions are termed heterogeneous. The use of ion exchange media (solid
phase) for the removal of dissolved constituents (liquid phase) from water is
an example of a heterogeneous reaction used in water treatment. Reactions
that require the use of a solid-phase catalyst may also be considered
heterogeneous.

An understanding of the sequence of reaction steps is needed for engi-
neering and control of reactions in water treatment reactors. Chemical
reactions in water treatment can occur via a single reaction step or multiple
steps in a sequential manner. In addition, reactions may occur in series or
parallel or in a combination of series and parallel reactions. Due to the
diverse chemistry of water originating from surface and subsurface sources,
many reactions occur during water treatment processes.

SERIES REACTIONS

The conversion of a reactant to a product through a stepwise process of
individual reactions is known as a series reaction. For example, reactant A
forms product B, which in turn reacts to form product C:

A—B—C (5-4)

For example, the two-step conversion of carbonic acid (HeCOs) to carbon-
ate (C032_) takes place in water according to the following series reaction:

HyCO3 = HCO,~ + H" (5-5)

CO,*™ +H' (5-6)

—
=
—
=

HCO,~

The extent and rate of the reactions shown in Eqgs. 5-5 and 5-6 are deter-
mined by the water pH, temperature, and other properties, as discussed
later in this chapter.
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PARALLEL REACTIONS

Reactions that involve the concurrent utilization of a reactant by multiple
pathways are known as parallel reactions. Parallel reactions may be thought
of as competing reactions. In the reactions shown in Egs. 5-7 and 5-8,
reactant A is simultaneously converted to products B and C:

A—B (5-7)
A—C (5-8)

When there are competing parallel reactions such as those shown in Eqs. 5-7
and 5-8, there is often a preferred reaction. The preference of one reaction
over another is known as reaction selectivity. For example, if Eq. 5-7 were the
preferred reaction over Eq. 5-8 due to the undesirable nature of product C,
product B would be the desired product, and the selectivity would be
defined as

moles of desired product formed, [B]

S = (5-9)
moles of all products formed, [B] + [C]

where § = selectivity, dimensionless

MULTIPLE REACTIONS
Many reactions in water treatment involve complex combinations of series
and parallel reactions, as shown in the following reactions:

A+B—C (5-10)
A+C—D (5-11)

For example, the reaction of ozone (Og) with bromide ions (Br™) in
groundwater occurs by the following three-step process:

Os + Br~ — OBr~ (5-12)
OBr~ 4 O3 — BrO,~ (5-13)
BrO,” + O3 — BrO,~ (5-14)

In this series of reactions, ozone converts bromide to bromate (BrO;™),
which can be a health concern. Reactions involving ozone are discussed in
more detail in Chaps. 8, 13, and 18.

Many reactions proceed as a series of simple reactions between atoms,
molecules, and radical species. A radical species is an atom or molecule
containing an unpaired electron, giving it unusually fast reactivity. A radical
species is always expressed with a dot in the formula (e.g., HO-). Inter-
mediate products are formed during each step of a reaction leading up
to the final products. An understanding of the mechanisms of a reaction
may be used to improve the design and operation of water treatment
processes.
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ELEMENTARY REACTIONS

Reaction mechanisms involving an individual reaction step are known as
elementary reactions. Elementary reactions are used to describe what is
happening on a molecular scale, such as the collision of two reactants.
For example, the decomposition of ozone (in organic-free, distilled water)
has been described by the following fourstep process (McCarthy and
Smith, 1974):

O3 + HyO — HO, ™ + OH~ (5-15)
HO," + OH™ — 2HO, (5-16)
O3 + HOg — HO- + 209 (5-17)
HO- + HOy — HyO + Oy (5-18)

In this series of elementary reactions, ozone reacts with water to form,
among other compounds, HO- (hydroxyl radical) and HOg (superoxide),
which are very reactive and sometimes used for the destruction of organic
compounds.

OVERALL REACTIONS

A series of elementary reactions may be combined to yield an overall
reaction. The overall reaction is determined by summing the elementary
reactions and canceling out the compounds that occur on both sides of
the reaction. For the elementary reactions shown in Eqs. 5-15 to 5-18, the
overall reaction may be written as

203 — 309 (5-19)

The specific reaction mechanism and intermediate products that are
formed cannot be determined from the overall reaction sequence. In many
cases the elementary reaction mechanisms are not known and empirical
expressions must be developed to describe the reaction kinetics.

A catalyst speeds up a chemical reaction, but it is neither consumed nor
produced by the reaction. For a reaction between two molecules to occur,
the molecules must collide with the proper orientation. However, molecules
have a tendency to move in ways that make the proper orientation less likely.
For example, molecules move about their axis in two directions (called a
rotation and a translation) and they vibrate. Adsorption and reaction on a
catalyst surface reduce this motion and increase the local concentration of
reactant.

Catalysts may be homogeneous or heterogeneous in nature. Homo-
geneous catalysts are dissolved in solution and speed up homogeneous
reactions. For example, cobalt, a homogeneous catalyst, is known to speed
up the following reaction, which is used to deoxygenate water for oxygen
transfer studies (Pye, 1947):

S0, + 405 350,% (5-20)
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Example 5-1 Reactions for dissolution of carbon dioxide in water

The dissolution of carbon dioxide in water leads to the formation of several
different components. Combine the following elementary reactions to deter-
mine the overall reaction with the initial product CO, and the final product of

COs%:
CO,(g) = CO»(aq)
COg(aQ) T+ HZO = H2CO3
H,CO3 = HCO5™ +HT

HCO;™ = €%~ + H*

Solution
1. Eliminate species that occur on both sides of the elementary reaction
equations:
CO,(g) = €O, taq)
€Ozfaa} + Ho0 = H605
H,605 = HEO;— + H*

HCO7= = CO4%™ + HY
2. Determine the overall reaction by combining the remaining species
from step 1:

CO,(g) + Ho0 = 2H* + CO4%

Heterogeneous catalysts speed up reactions at the interface of a liquid or
gas with a solid phase, even if all reactants and products are in a single
phase. If the products and reactant are not adsorbed too strongly, reactions
at a surface can increase the rate of reaction, which demonstrates the
utility of heterogeneous catalysis. Another purpose of catalysis is to improve
reaction selectivity and minimize the formation of harmful by-products.

The amount of a substance entering into a reaction and the amount of a
substance produced are defined by the stoichiometry of a reaction. In the
general equation for a chemical reaction, as shown in Eq. 5-21, reactants A
and B combine to yield products C and D:

aA + bB = ¢C + dD (5-21)

where a, b, ¢, d = stoichiometric coefficients, unitless

Reaction
Stoichiometry
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Using the stoichiometry of a reaction and the molecular weight of the
chemical species, it is possible to predict the theoretical mass of reactants
and products participating in a reaction. For example, calcium hydroxide
[Ca(OH)2] may be added to water to remove calcium bicarbonate:

Ca(HCO4)s + Ca(OH)y = 2CaCOs(s) | +2H,0 (5-22)

As shown in Eq. 5-22, 1 mole of Ca(HCO3)2 and 1 mole of Ca(OH)3z react
to form 2 moles of CaCO3(s) and 2 moles of HoO. The molecular weights
can be used to determine the theoretical mass of calcium hydroxide needed
to react with a specified mass of calcium bicarbonate and the amount of
calcium carbonate formed, as shown in Example 5-2.

Example 5-2 Determination of product mass using stoichiometry

For the reaction shown in Eq. 5-22, estimate the amount of CaCO5(s) that
will be produced from the addition of calcium hydroxide to water containing
50 mg/L Ca(HCO3),. Use a flow rate of 1000 m3/d and determine the
quantity of CaCOs(s) in kilograms per day. Assume that the reaction proceeds
in the forward direction to completion.

Solution
1. Write the chemical equation and note the molecular weight of the

reactants and products involved in the reaction. The molecular weights
are written below each species in the reaction.

Ca(HCO3), + CalOH), = 2CaC0s(s) | + 2H,0
162 74 2x100 2x18

. Determine the molar relationship for the disappearance of Ca(HCOs3),

and formation of CaCOs(s):

[ 2 mol CaCOs5(s) } [100 g CaCO3(s)} [ 1 mol Ca(HC03)2}
1 mol Ca(HCO3), | [ mol CaCOs(s) || 162 g Ca(HCO3),

38 CaCO0s(s)
g Ca(HCO3),

Therefore, for each gram of Ca(HCO3), removed, 1.23 g of CaCOj5(s)
will be produced.

=12

3. Compute the mass of CaCOs(s) that will be produced each day.

a. Determine the mass of Ca(HCO3), removed each day:
Ca(HCO3), removed = (0.050 g/L)(1000 m3/d)(1000 L/m?3)
= 50,000 g/d
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b. Estimate the amount of CaCOs(s) produced each day:
CaCOs3(s) produced = [50,000 g Ca(HCO3),/d]

x [1.23 g CaCO5(s)l/Ig Ca(HCO3),](1 kg/10° g)
= 61.5 kg CaCO5 (s)/d

Comment

In addition to estimating the amount of CaCOs(s) produced, it is also
possible to estimate the amount of calcium hydroxide that must be added
to water to bring about this reaction. However, due to the nonideal nature
of water treatment processing, the amount of calcium hydroxide that is
required will exceed the stoichiometric amount, which is the minimum amount
needed.

As a reaction proceeds, reactants are converted into products. At any
intermediate point during the reaction or when the reaction has reached
equilibrium, it is possible to determine the amount (in moles) of reactants
and products remaining if the stoichiometry and the amount of one of the
reactants present is known. For example, consider the reaction shown in
Eq. 5-21, in which a, b, ¢, and d are stoichiometric coefficients. For this
reaction, the conversion may be determined for a reference reactant A and
written per mole of A by dividing by the stoichiometric coefficient a:

b d
A+2B=fc+ %D (5-23)
a a a

For the general reaction shown in Eq. 5-23, all the reactants and products
can be related to the conversion of reactant A, Xa, and the initial concen-
tration of A, assuming there is no volume change upon reaction (which is
valid for most water treatment problems):

moles of A reacted _ Nao— M

X\ = (5-24)

moles of A present initially ~ Njg
where Xy = conversion of reactant A
Nxo = initial amount of reactant A, mol
Ny = final amount of reactant A, mol

Equation 5-24 can be written in molar concentration units by dividing each
term by the volume in which the reaction is occurring. Thus, Eq. 5-24
written in concentration units is

G — Gy

Xa
Cao

(5-25)
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where Ca¢ = initial concentration of reactant A, mol/L
Ca = final concentration of reactant A, mol/L

If the final amount and concentration of A, Ny, and Cj are written in terms
of the conversion, the following expressions are obtained:

Na =Ny (1 = Xa) (5-26)
Ca = Cao (1 — Xu) (5-27)

For the reaction given in Eq. 5-23, the final concentrations of B, C, and
D can be computed in terms of A. The final amount of B, C, and D are
determined by subtracting the product of moles of A reacted and the
stoichiometric ratio of B, C, and D to A from the initial moles of B, C, and
D, as shown by the following expressions. The final amount of B written in
terms of moles is shown below.

b
Ny = Npo — ;XANAO (5-28)

where N = final amount of reactant B, mol
Npo = initial amount of reactant B, mol

The final amount of B in terms of concentration is

Ny b
G =— = Ggo— —XaCao
Vv a
b Cro — C b
= o — ——2 2y = Cao — —(Cao — Ca) (5-29)
a CA() a

where (g = final concentration of reactant B, mol/L

V = solution volume, L.
Cpo = initial concentration of reactant B, mol/L

Similarly, for reactants C and D,

@=%+§@w@) (5-30)

d
Cp = Cpo + ;(CAO — Cy) (5-31)

where Cc, Gp = final concentration of reactants C and D, mol/L
Cco, Cpo = initial concentration of reactants C and D, mol/L

The final concentration of the various species are related to one another
and to the conversion, as summarized in Table 5-2. As illustrated on
Fig. 5-1, the addition of a catalyst (or other change in the reaction condi-
tions) may improve the selectivity and the reaction conversion for a given
time. The conversion from reactant to product can eventually reach the
thermodynamic limit of the reaction, as discussed in the following section.
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Table 5-2
Final concentration of various species related to one another and
to conversion

Change in Final
Initial Amount Initial Amount, Final Amount Concentration,
Present, mol mol Present, mol mol/L
Nao —NaoXa Na = Nao(1 —Xa)  Ca = Cao(l — Xa)
b b b
Nao —EXANAO Ng = NBO_EXANAO Cg = Cso—E(CAo —Ca)
c & G
Neo > XaNao Ne = Neo ~XaNuo Cc = Ceo+ g(CAo —Cp)
d d d
Noo EXANAO Np = NDO+5XANAO Co = CDO"‘E(CAO — Ca)

100
Thermodynamic limit to conversion

Reactant
conversion, %

Conversion
with catalysis

Conversion
without catalysis

Figure 5-1

Time Improved reactant conversion with addition of catalyst.

5-2 Equilibrium Reactions

As discussed previously in this chapter, many of the reactions of significance
in water treatment processes are reversible reactions. In other words,
reactions such as that shown in Eq. 5-3 will not usually achieve complete
conversion of reactants to products but instead will reach a state of dynamic
equilibrium. Dynamic equilibrium is characterized by a balance between
the continuous formation of products from reactants and reactants from
products. If there is a change or stress to the system that affects the balance,
the amount of reactants and products present will change to accommodate
the stress. This concept is known as Le Chatelier’s principle, which states
that a reaction at equilibrium shifts in the direction that reduces a stress to
the reaction. For example, in Eq. 5-21 if constituent A is removed from the
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system, the equilibrium will shift to form more A. In a chemical system, the
difference between the actual state and the equilibrium state is the driving
force used to accomplish treatment objectives.

When chemical reactions come to a state of equilibrium, the numerical value
of the ratio of the concentration of the products over the concentration of
the reactants all raised to the power of the corresponding stoichiometric
coefficients is known as the equilibrium constant (K,) and, for the reaction
shown in Eq. 5-21, is written as

[CI°[D]*
— - =K, (5-32)
[A]“[B]?

where K. = equilibrium constant (subscript ¢ used to signify

equilibrium constant based on species concentration)
[ ] = concentration of species, mol/L
a, b, ¢, d = stoichiometric coefficients of species A, B, C, D,
respectively

For example, the ionization of carbonic acid, given previously as Eq. 5-5, is
shown as
HyCO3 = HCO,~ + H"

The equilibrium constantat 25°C (neglecting nonidealities) for the reaction
shown above may be written as

. _
% =K =50x10" (5-33)
2 3

The value of equilibrium constants and reactant and product concentra-
tions are typically small and, therefore, are often reported in the literature
using the operand ““‘p,” which is defined as

pli] = —log;,[¢] (5-34)
where [i] = concentration of species i, mol/L
The reporting of the hydrogen ion activity as pH is a familiar example of
the p notation. Similarly, an equilibrium constant K may be reported as
pK, which is defined as

pK = —log,, K (5-35)

Therefore, the K, reported in Eq. 5-33 may be written as
pK, = —log,, K, = —log,,(5.0 x 1077) = 6.3 (5-36)

In dilute solutions, the ions present behave independently of each other.
However, as the concentration of ions in solution increases, the activity of
the ions decreases because of ionic interaction. The ionic strength may be
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Example 5-3 Dependence of chemical species on pH

A drinking water contains hypochlorous acid (HOCI). Using the following
relationship, determine the ratio of the hypochlorite ion (OCI=) to HOCI at
(a) pH 7.0 and (b) pH 8.0 (neglecting nonidealities):

HOCI = OCI™ + H+

The equilibrium constant K. for the dissociation of HOCI into OCI= and H*
(also known as an acid dissociation constant and typically reported as Kj) is
10-75 (pK, = 7.5).

Solution

1. Write the equilibrium relationship for the equation provided in the
problem statement

[HF1[OCIT]
[HOCI]
2. Determine the ratio of [OCI=] to [HOCI] at the given pH values.

a. At pH 7.0, the hydrogen concentration [H*] is equal to 10~/ and
the equilibrium relationship is written as

(10-ioCI] _ 1075 [oC]

[HOCI] [HOCI]

b. At pH 8.0, the hydrogen concentration [H*] is equal to 108 and
the equilibrium relationship is written as

(1078)[0(:'7] _ _75 [OCli] _ 05 _

_ Ka _ 10—7‘5

=109°=0.32

Comment

As shown in the calculations above, the solution pH can have a significant
impact on the chemical species present. As shown in Chapter 13, HOCl is a
more effective disinfectant than OCI™ and is formed when chlorine is added
to water. Consequently, it will be important to keep the pH 7 or less to
achieve the greatest level of disinfection for a given dose of chorine.

For a given reaction, the value of the equilibrium constant, expressed in
terms of concentration, will depend on the temperature and ionic strength
of the solution. It should be noted that the equilibrium condition shown in
Eq. 5-32 is based on the concentration of the chemical species involved in
the reaction and may need to be adjusted for ionic activity, as discussed
below.
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determined using the equation (Lewis and Randall, 1921)

I=1yG7} (5-37)

where [ =ionic strength of solution, mol/L (M)
C; = concentration of species i, mol/L(M)
Z; = number of replaceable hydrogen atoms or their equivalent
(for oxidation—reduction reactions, Z is equal to the change
in valence)

If the concentration of individual species is not known, the ionic strength
may be estimated from the total dissolved solids concentration using the
correlation (Stumm and Morgan, 1996)

I = (2.5 x 107°)(TDS) (5-38)
where TDS = total dissolved solids, mg/L

To account for nonideal conditions encountered due to ion—ion interac-
tions (e.g., at high ionic strength), an effective concentration term called
“activity’” is used.

The activity of a substance is defined by the standard state conditions of
the substance and is based on commonly used standard conditions. The
standard reference conditions for zero free energy are defined as 1atm
of pressure a temperature of 298.15K (25°C), elements in their lowest
energy level (e.g., O9 as a gas, carbon as graphite), and 1 molal hydrogen
ion (1 mole of hydrogen ion per 1000 g of water). Some recent chemical
references use 1 bar rather than 1atm as the standard state, but the
difference is small (1atm = 1.01325 bar). Nonetheless, when looking up
values for free energy in reference tables, note whether 1atm or 1 bar is
used for the standard state. The activity coefficient of a chemical in water
may be determined as discussed below.

For ions and molecules in solution,

{1} = vili] (5-39)

where {i} = activity or effective concentration of ionic species, mol/L(M)
y;i = activity coefficient for ionic species
[¢{] = concentration of ionic species in solution, mol/L (M)

In general, v; is greater than 1.0 for nonelectrolytes and less than 1.0 for
electrolytes. As the solution becomes dilute (applicable to most applica-
tions in water treatment), y; approaches 1 and {i} approaches [:]. In the
dilute aqueous solutions normally encountered in water treatment, activity
coefficients are assumed to be equal to 1.
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For pure solids or liquids in equilibrium with a solution {:} = 1, and for
gases in equilibrium with a solution, the activity of species ¢ is

{i} =viPi (5-40)

where {i} = activity or effective gas pressure, atm
P; = partial pressure of i, atm

When reactions take place at atmospheric pressure (actually, much less
then its critical pressure), the activity of a gas is equal to its partial pressure
in atmospheres and the activity coefficient is 1.0.

For solvents or miscible liquids in a solution,

{i} =vix (5-41)

where x; = mole fraction of species ¢

As the solution becomes more dilute, y; approaches 1. As stated above,
the activity coefficient generally is assumed to be 1 for the dilute solutions,
which are typical in water treatment.

When a species in water is an electrolyte, the activity should be considered
but is usually ignored in routine calculations. The activity coefficient
for electrolytes in solution with ionic strength less than 0.005M may be
estimated from the Debye—Hiickel limiting law (Debye and Huickel, 1923):

log,, vi = —AZAI'? (5-42)

where A = constant equal to 0.51 at 25°C (Stumm and Morgan, 1996)

For more concentrated solutions up to / < 0.1 M, the following modifica-
tion of the Debye—Hiickel equation, known as the Davies equation, can be
applied with acceptable error (Davies, 1967):

) 712
where A = constant (see Eq. 5-44)

The Davies equation is typically in error by 1.5 percent and 5 to 10 percent
at ionic strengths between 0.1 and 0.5 M, respectively (Levine, 1988).

The constant Ain Eq. 5-43 depends on temperature and can be estimated
from the equation (Stumm and Morgan, 1996; Trussell, 1998)

V2

A=129 x 10—~
2 A s

(5-44)

where T = absolute temperature, K (273 + °C)
D, = dielectric constant (see Eq. 5-45)
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The dielectric constant may be determined using the equation (Harned
and Owen, 1958)

D, = 78.54{1 — [0.004579(T — 298)] + [11.9 x 107°(T — 298)?]
+[28 x 107%(T — 298)%]} (5-45)
where T = absolute temperature, K(273 + °C)
Therefore, the constant A for water at 0, 15, and 25°C is 0.49, 0.5, and 0.51,
respectively.

The equilibrium relationship shown in Eq. 5-32 may now be expressed
in terms of activities:

(v [CD*(valDD)? _ {C}(D} _
(Va[AD“(rs[B])" ~ (A}(BY

where K = equilibrium constant based on ionic activity (note absence of
subscript to signify activity basis)

(5-46)

The corresponding equilibrium for Eq. 5-23 is

{C}c/u{D}d/a B
TN (40

For most water supplies, the ionic strength is less than 5 millimole/L (mM)
and the activity coefficients for monovalent ions are close to one. The
calculation of activity coefficients for solutions of different ionic strengths
is presented in the following example.

Example 5-4 Determination of activity coefficients at different
ionic strengths

Calculate the activity coefficients of Na™, Ca®*, and A+ at ionic strengths
of 0.001, 0.005, and 0.01 M at 25°C.

Solution

1. Determine the activity coefficients for an ionic strength of 0.001 M at
25°C using the Debye—Hiickel limiting law (Eq. 5-42):

log1g ypg+ = —0.51(1)?v/0.001 = —1.61 x 1072 - yy,+ = 0.96
log10 g0+ =—0.51(2?v/0.001 = —6.45x1072 .y, =0.86

log1 vy = —0.51(3)2v/0.001 = —0.14 Yy = 0.72
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2. Determine the activity coefficients for an ionic strength of 0.005M at
25°C using the Debye—Hiickel limiting law:

log10 Ypg+ = —0.51(1v/0.005 = —3.61 x 1072 -, yy,+ =0.92

|0g10 yca2+ = —0.51(2)2\/ 0.005=-0.14 VCaZ+ —0.72
log10 v,3+ = —0.51(3)2//0.005 = —0.32 o vyee = 0.48

3. Determine the activity coefficients for an ionic strength of 0.01 M at
25°C using the Davies equation (Eq. 5-43):

[ /0.01
lo =-0.51(1)2 | ————— —0.3(0.01)
§10 Va* |1+ 001
= 448 x 1072 - yy,+ =0.90
V0.01
lo . =-051(2)?
810 Va2 | 1+ /0.01 - 0.30.01) |

=018 .. yg =066

v0.01
1++0.01

=040 ..y, =0.40

log1o vp3+ = —0.51(3)? [ — 0.3(0.01)}

Comment

The activity for all the ions decreases as the ionic strength increases. As the
ionic strength of the solution increases, the impact of charge on the species
has a large influence on the value of the activity coefficient. For example, as
ionic strength increased from 0.001 to 0.01, the activity coefficient for Na™
decreased by only about 6 percent as compared to AI°*, which decreased
by 46 percent.

5-3 Thermodynamics of Chemical Reactions

Principles from equilibrium thermodynamics provide a means for deter-
mining whether reactions are favorable and are also used in process
design calculations to determine the final equilibrium state. The difference
between the actual state and the equilibrium state is the driving force for
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many processes and reactions. Equilibrium thermodynamics can be used
to determine whether the treatment process is feasible, and the reaction
kinetics, described in the following sections, will provide a basis for the
treatment device size.

To determine whether a reaction will proceed (i.e., is thermodynamically
favorable), two fundamental thermodynamic criteria must be considered.
The first thermodynamic criterion that must be satisfied is that the change
in entropy of the system and its surroundings must be greater than zero
for a reaction to proceed. When evaluating chemical reactions, the entropy
requirement is typically satisfied, especially when heat is produced by
the reaction and, therefore, is not considered further in this text. The
second thermodynamic criterion necessary for a reaction to proceed is the
requirement that the change in free energy (final energy state minus initial
energy state) of the reaction must be less than zero.

To understand how the free energy of reaction changes as a reaction
proceeds, it is useful to examine the total free energy of reaction as a
function of the reaction extent, as shown on Fig. 5-2. Because the absolute
free energy of reaction cannot be determined easily, it is most common to
determine the change in free energy of a reaction. The free energy of the
reaction curve shown on Fig. 5-2 is compared to a convenient set of standard
conditions. For example, a common definition of standard conditions is
as follows: (1) solids, liquids, and gases in their lowest energy state at 1 atm
(or 1 bar); (2) solutes in solution referenced to a 1 molal hydrogen ion
concentration; and (3) a specified temperature, usually 25°C. For most
water treatment applications, the molar concentration is essentially equal
to the molal concentration and a 1M solution is 1 mole per 1000g of
solvent.

Slope of tangent line = AGry,,

Equilibrium
AGRxn = 0

Total free energy, Gr

Convenient I
standard |
conditions |
1

1

\

Total free energy as function of the extent of the reaction. Extent of reaction



5-3 Thermodynamics of Chemical Reactions

The expression for free energy was developed by J. W. Gibbs and is often
referred to as the Gibbs free energy or Gibbs function G. The free-energy
change of formation of a substance i is given by the expression

AGp; = AGp;+ RT In{i} (5-48)

where AGy; = free-energy change of formation of species ¢, k] /mol
A Gy ; = free-energy change of formation per mole of i at standard
conditions, k] /mol
R = universal gas law constant, 8.314 x 1072 kJ/mol - K
T = absolute temperature, K(273 4 °C)
{2} = activity of species i

Thermodynamic constants may be found in various reference books, includ-
ing Stumm and Morgan (1996) and Lange’s Handbook (Dean, 1992).

The free energy of a reaction can be calculated using the definition of
activity and the free-energy change of formation. For this purpose, consider
the reaction shown in Eq. 5-21, in which q, b, ¢, and d are stoichiometric
coefficients. For this reaction, the free-energy criterion may be determined
for a reference reactant A and written per mole of A by dividing by the
stoichiometric coefficient g, as shown in Eq. 5-23 and repeated here:

A+lp= ot i
a a a
The free-energy change is defined as the final state minus the initial state
(David, 2000; Dean, 1992; Poling etal., 2001). Therefore, the change in free
energy of a reaction is the sum of the free-energy change of each product
minus the sum of the free-energy change of the reactants, as shown in the
following expression written in terms of free-energy change per mole of A:

b ¢ d
AGryna = —AGpp — ;AGF,B + ;AGF,C + ;AGF,D (5-49)

where A Grua = free-energy change of reaction per mole of A, kJ/mol
A Gp 4 = change in free energy of reactant A, kJ/mol
A Gr p = change in free energy of reactant B, kJ/mol
AGr,¢ = change in free energy of product C, k] /mol
AGp,p = change in free energy of product D, k]/mol

The free-energy change of the formation of each species, as defined in
Eq. 549, may be substituted into Eq. 5-49 for each reactant and product
to obtain the overall free-energy change for the reaction. The resulting
expression for the free-energy change of the reaction is shown in the
expression

o d o
AGranp = ~AGp + RT n{C)* + SA Gy, + RT In{D}
a 5 @ (5-50)
— AGZ, — RT In{A} — ~AGy g — RT In{B}¥/*
, ~AGy,
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where AGrgna = free-energy change of reaction per mole of A, k]/mol
{A} = activity of reactant A, mol/L
{B} = activity of reactant B, mol/L
{C} = activity of product C, mol/L
{D} = activity of product D, mol/L

The free-energy change of the reaction per mole of A at standard conditions
(25°C and 1atm pressure), AGg, 4, can be written as

o (e} b (e} C (e} d (e}
AGpgnp = —AGpp — ;AGF,B + ;AGF,C + ;AGF,D (5-51)

Equation 5-50 can be further simplified by substituting in the relationship
shown in Eq. 5-51:

A = AGy RT1 (G)7“(D) e 5-52
GrxnA = AGpepa + DW (5-52)
The logarithmic term in Eq. 5-52 is called the reaction quotient Q:
_ {Gy/pye 559
NELE 9%

If the stoichiometric coefficient @ had not been factored out of Eq. 5-21,
then Eq. 5-562 would be written per a moles of A as

{C)(Dy*
{A)"{B}’
When examining thermodynamic data, it is important to make certain that
the free energy thatis reported is per mole of A. Finally, the thermodynamic

criterion that must be met for a reaction to proceed as written from the
initial state toward the final state may be expressed as

A Grxn A must be < 0 (5-55)

While a reaction is thermodynamically feasible when A Gryya < 0, the rate
at which a reaction will proceed is not known because reactants often have
to proceed through reactive intermediates that have a higher free energy
than the reactants. Alternately, if A Grgna > 0, the reverse reaction would
be thermodynamically feasible.

aAGrana = aA Gy 4 + RT In (5-54)

Another useful relationship, known as the equilibrium state, is obtained
when AGgryna = 0. When AGgryna = 0in Eq. 5-52, the reaction quotient is
equal to the equilibrium constant K as shown below:
{C}L‘/(L{D}d/a B
(AHBY*
If the relationship shown in Eq. 547 for the equilibrium constant is
substituted for the reaction quotient, the following expression is obtained:
{cy7 oy
{A}{B}"/“

AGrana = AGgyp + RT In (5-56)

AGpgyn = —RT In [ ] = —RTIn [K] (5-57)
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Rearranging Eq. 5-57 and solving for the equilibrium constant result in the
expression

K = ¢ ACrana/RT (5-58)

The free energy, calculated using Eq. 5-52, is actually the slope of a
tangent to the total free-energy curve shown on Fig. 5-2, and equilibrium
is represented by the special case where the slope is zero. This means that
A Grgn A is really the change in free energy that results from an infintesmal
conversion of A to products.

A difficulty often encountered when calculating the free energy of reaction
is that the free-energy change of formation per mole of A in the aqueous
phase, AG;A,,dq, is needed to calculate AGrina, and the free energy of
formation may be reported for the gas phase, AGZ, Agast HHOWever, the
relationship shown in Eq. 5-59 can be used to develop an expression for
the free energy of formation of slightly soluble gases in the aqueous phase,
A G;’A,aq, based on the free energy of formation in the gas phase, AG;A’gas:

AG\O,OLA = AG;,A,gas — AG;A,aq = —RT In Hpc (5-59)

where AG@OL A = free-energy change of volatilization per mole of A at
standard conditions, k] /mol
AG;«,A,gas = free-energy change of formation per mole of A in gas
phase at standard conditions, kJ/mol
AG;’ Aaq = free-energy change of formation per mole of A in
aqueous phase at standard conditions, kJ/mol
Hp = Henry’s law constant atm/ (mol/L)

Equation 5-59 can then be rearranged to solve for the aqueous-phase
concentration of A as a function of the gas-phase concentration of A:

AGypaq = AGrp gos + RT In Hyg (5-60)

Consequently, AGy Aaq €an be calculated from AGy. Agas I Hpe is known.
Henry’s law is presented and discussed in detail in Chap. 14.

Most reactions in water treatment do not occur at 25°C because the water
temperature is usually lower. The free-energy change at other temperatures
can be determined from the expression

AGy r AHZ (T
Gryn :/ _RX—;‘()dT (5-61)
T T=298 K T

T

T=298 K

where AHg  (T) = standard enthalpy of reaction that depends
on temperature
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The temperature-dependent standard enthalpy of reaction is defined as

T

AHg  (T) = / ACyrendT + AHROXH’298 K (5-62)
T=298 K
where A Cprxn = change in heat capacity for the reaction, kJ/mol

AHg,, 90gx = standard enthalpy at 298 K

The heat capacity term may be calculated using the equation (Poling et al.,

2001)
Cpi = A+ BT + CT? + DT® (5-63)

where A, B, C, D = constants
Cy,i = isobaric (constant-pressure) heat capacity
for compound ¢

To calculate ACy gy, the difference of each constant (A, B, C, and D)
between products and reactants needs to be calculated:

ACyrsn = AA+ ABT + ACT® + ADT? (5-64)

For the reaction shown in Eq. 5-23, the terms in Eq. 5-64 are given by the
expressions

d c b d c b
AA=—-Ap+—-—A¢c— —-Ap—Ax AB=—-Bp+ —Bc— —Bgp— By

a a a a a a (5-65)

d c b d ¢ b
AC=—-Cp+-C;——-C—Cy AD=—-Dp+—Dc——Dp—Dy

a a a a a a

Substituting the relationships shown in Eq. 5-64 into Eq. 5-62 and subse-
quently into Eq. 5-61, the following expression is obtained:

AGr, |"
r T=298 K
, AﬁmMK+AmT—%&+Amﬂ—%W)
:_/ 72 T2 272 AT
T—998 K AC(T?—298%)  AD(T*—298%)
* 372 472

(5-66)

For the case where AHy_, does not depend on temperature (AHy_, is con-
stant), Eq. 5-66 can be simplified as

g _ AGpyn 7 _ A Gy 908 K _ o <1 1 >

Al A e (£
T=208 K T 298 K v

T

T 298K
(5-67)

At equilibrium, Eq. 5-57 can be substituted into Eq. 5-61 to yield the
van’t Hoff relationship, which may be used to determine the equilibrium
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constant (Keq) at different temperatures:

- T AH,
T I
T:j)s K (5:68)
In Ky AHgy, 008 K 1
Kogs R 298K T
where K = equilibrium constant at temperature 7T, K (273 4+ °C)

Kogs x = equilibrium constant at 298 K

Using Eq. 5-68, the linear relationship between In K and 1/7 can be
determined by plotting the function

AHl;xn,298 K
RT

In K =— + const (5-69)

For most reactions occurring in water treatment processes, AHy =~ can be
assumed to be constant because A Hgy, does not change significantly over
the temperature range encountered in water treatment (0 to 30°C).

Example 5-5 Dependence of pH and free-energy change
on temperature

For the dissociation reaction of water, the free-energy change and enthalpy
change for each species in the reaction
H,O = H" 4+ OH™

are as follows:

AG;,HZO =—237.18 kJ/mol AH;,HZO = —285.83 kJ/mol
AG,“;'H+ =0 kJ/mol AH,‘;'H+ =0 kJ/mol
AG;,OH* =—157.29 kJ/mol AH;,OH’ = —230.0 kJ/mol

Calculate the pH of neutrality and free-energy change of the reaction at

10°C. Assume that AH; = does not change with temperature.

Solution

1. Calculate the equilibrium constant, using Eq. 5-58, for water at 25°C.
a. Calculate AG;xn,HZO using Eq. 5-51:

AGryn 0 = MG oy + AGE e — AGEp,0

=—-157.29+ 0 — (-237.18K) = 79.89 kJ/mol
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b. Calculate the equilibrium constant at 25°C (298 K) using Eq. 5-58:

—AG;
(o)

—79.89 kJ/mol }

=9.90954 x 101>~ 10714

The value for K for the dissociation of water at standard conditions
is generally reported as K.

2. Calculate the equilibrium constant at 10°C (283 K):

a. Calculate AHg, -

AHgyn 0 = AH

e}

F,OH™ + AHF,H+ o AHF,Hzo

= —230.0 + 0 — (-285.83) = 55.83 kJ/mol
b. Calculate the equilibrium constant using Eq. 5-68:

KT (T AHggoosk T
T=29%8 K™ |1 o9  RT2

n KT _ A28 KO< 1 _l)
Kosx R 298K T

AH 11
K = Kage kexp [ N (298 K~ T)]

_ 10-Texp 55.83 kJ/mol < 11 >
8.314 x 10> kJ/mol - K \298 K 283K

=3.0015 x 1071°

3. Calculate the pH at neutrality at 10°C.
At neutral conditions, [H*] is equal to [OH~]:

[Ht1[OH "] = Keqyggg, = 3.0015 x 10715

[H*]=[OH "] =+/3.0015 x 10-15 = 5.48 x 10°8

pH = pOH = —log (5.48 x 10*8) —7.26
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4. Calculate AGy

ey at 10°C using Eq. 5-67:
.

A GEXH

_ AGran,  AGRyn, 208K
T 298 K

o 1 1
= AHgen. 208 K T~ 298K

5 A Gy, 208 o 1 1
AGrgr=T [ZSX;T + Ahgen 208 (? - m)

79.89 kJ/mol

T=298 K

_ 283 K[ Ssg K -+ 55:83 klymol
1 1
“\ 283K ~ 298 K)
= 78.68 kJ/mol

Comment

According to Le Chatelier's principle, as the temperature decreases, the
reaction for the dissociation of water would be less favorable because it
takes energy to dissociate water; consequently, the equilibrium constant is
lower at 10°C than at 25°C.

5-4 Reaction Kinetics

While thermodynamic calculations provide a means for estimating the
likelihood and maximum possible extent of a given reaction, they cannot
be used to determine the rate of the reaction. This section discusses reaction
rate laws which describe how fast a reaction proceeds in the absence of
mass transfer limitations.

The rate of a chemical reaction depends on the activity of the reacting
species and the temperature of the system. As noted earlier for organic
compounds (nonelectrolytes) or monovalent ions in water, the activity is
nearly equivalent to concentration when the ionic strength is less than
0.005 M. For divalent and trivalent ions, the activity coefficients should be
calculated to determine whether activity coefficients are needed.

The rate of a reaction is expressed as the change in the concentration of
a constituent with time:

. change in concentration
Rate of reaction = 8 — (5-70)
change in time
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The reaction rate is used to describe the rate of formation of a product or
the rate of decomposition of a reactant. As a reaction proceeds, the reaction
rate changes; for example, as the concentration of reactants is decreased,
the rate of a reaction may decrease. The reaction rate usually changes as the
concentrations of the reactants and products change. The rate of change is
described by an expression known as a rate law, as discussed in the following
section.

In the following discussion, the term 7, is used to represent the reaction
rate. It should be noted that dCy/dt is not the reaction rate law but is
obtained from a mass balance on a completely mixed batch reactor, which
has a constant volume. The subscript A is used to designate the species
described by the reaction rate. The units of the reaction rate are given by
the expression

moles A lost (—) or generated (+) due to reaction  mol
N - =— (571)
(volume) (time) L-s

A negative or positive sign for the reaction rate indicates that species A is
either disappearing or appearing, respectively. The following irreversible
reaction is used to develop the reaction rate.

aA + bB — products (5-72)

For an irrevisible reaction, the rate law depends on the concentrations
of reactants. For the reaction shown in Eq. 5-72, the rate law may take
the form

m = —k[A]"[B]" (5-73)

where 1A = reaction rate, mol/L - s

k = reaction rate constant, units vary depending on reaction
order as discussed later

m, n = constants, unitless

The concentration dependence of the reaction rate is accounted for
in the reactant exponents m and 7 and is known as the reaction order.
For Eq. 5-73, the reaction order is m for species A and n for species B,
and the overall reaction order is m + n. The reaction order is typically
a small positive integer; however, it may also be negative, zero, or
fractional.

For an elementary reaction with the following reaction stoichiometry, a
relationship between relative rates of reaction can be determined from
stoichiometry:

aA + bB = ¢C+ dD (Eq. 5-21)
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To simplify the expression, Eq. 5-21 can be divided by the stoichiometric
coefficient a, which yields the expression

b c
A+2B=fc+ D (Eq. 5-23)
a a a

Assuming the reaction shown in Eq. 5-23 is proceeding to the right, the
following relationship between the reaction rates can be written using the
stoichiometry from Eq. 5-23:

“A_""_ " _ D (5-74)

1 bja c¢/a d/a

The reaction rates for reactants A and B, —», and —rg, are negative because
they are disappearing to form products, and the reaction rates for products
C and D, ¢ and mp, are positive because they are being produced. If the
reaction rate for A is known, the stoichiometric coefficients, as given by
Eq. 5-74, can be used to determine the reaction rate for reactant B and
products C and D. The use of stoichiometric coefficients is illustrated in
the following example.

Example 5-6 Determination of reaction rates using stoichiometry

Given the reaction 4Fe®* + 0, 4+ 10H,0 — 4Fe(OH); + 8H*, estimate the
loss rates of oxygen and water and production rates of iron hydroxide and
acid when the rate of loss of Fe?* is 2 x 10~7 mol/L - min.

Solution

1. Write the relevant reaction using the form shown in Eq. 5-23. To
cancel out the coefficient for Fe2+, the reaction must be divided by 4,
resulting in the expression

Fe?" + 10, + 3H,0 — Fe(OH)3 + 2H*
2. Based on Eq. 5-74, the rate expression can be written as follows:

O HrrelOH); i+
TR "5 T T 1 T2
1 2

3. Estimate the loss rates for oxygen (—rp,) and water (—ri,0) given that
the rate of loss of Fe2+(—rFeg+) is 2 x 107 mol/L - min:

iy, = 1(—rFe2+) _1 (2% 1077) = 0.5 x 107 mol/L - min

)
2
2

N ol B

—lhy0 = 5{~rr2+) = (2 X 10*7) =5 x 1077 mol/L - min
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4. Estimate the production rates for iron hydroxide [+rreon), | and acid
(+ry+) :

+re(OH)y = —Mr2r = 2 X 10~"mol/L - min

+rige = 2(=r_2,) = 4 x 10~"mol/L - min

Comment

For reactions that are given by Eq. 5-23, the reaction rates are related to one
another. If one knows the rate of reaction of any at the components, then
reaction rates of the other components can be calculated using Eq. 5-74.

The units of the rate constant depend on the reaction order; but, it should
be noted that the units of the reaction rate r are always of the form mol/
L - s. For a zero-order reaction, the rate constant would have the following
units:

= —k k=mol/L-s (5-75)
For a first-order reaction, the rate constant would have the following units:
1m=—k[A]l  k=s""! (5-76)

For a second-order reaction, the rate constant would have the following
units:

rn = —k[A][B] k=L/mol-s (5-77)

For Eq. 5-77, the rate is first order in A and B and second order overall. For
a third-order reaction, the rate constant would have the following units:

= —k[A][B][C] k=1%/mol® s (5-78)
For Eq. 5-78, the rate is first order in A, B, and C and third order overall.

A distinctive feature of water treatment is the varying character of each water
source. A wide range in values of temperature, pH, and ionic composition
is encountered in water treatment practice. In addition, environmental
conditions often produce wide seasonal fluctuations in these intensive vari-
ables. Quantitative estimates of the dependence of empirical rate constants
on temperature, pH, ionic composition, and other factors are essential for
proper control of the reactions of interest.

EFFECT OF TEMPERATURE AND CATALYSIS ON REACTION RATE CONSTANT
Reaction rate constants are known to be dependent on temperature. A
relationship known as the Arrhenius equation is used to describe the
temperature dependence:

k= Ae FalRT (5-79)
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where E, = activation energy, kJ/mol
A = frequency factor, same units as &

The irreversible elementary reaction shown below may be used to illustrate
the physical phenomenon causing rate constants to follow this temperature
dependence:

A+ B — products (5-80)

According to collision theory, only colliding pairs of molecules that have
sufficient kinetic energy to overcome the activation energy k., will react, as
shown on Fig. 5-3. In addition, the molecular collisions with sufficient kinetic
energy must also have proper orientation for the reaction to proceed. The
rate of reaction is given by

frequency of collisions fraction of collisions
—ry = that have X that have (5-81)
proper orientation sufficient energy

The frequency of collisions that have the proper orientation is proportional
to the product of the concentrations of A and B. To estimate the fraction of
collisions that have sufficient energy, Arrhenius postulated that the energy
of the resulting collisions followed a Maxwell-Boltzmann distribution,
which is given by the expression

N = Ce FalRT (5-82)

where N = number of collisions with energy equal to or greater than £,
C = constant

Accordingly, the number of collisions with energy equal to or greater than
the amount of energy required to overcome E, is proportional toe~fa/RT:

Fraction of collisions that have energy > E, ¢ Ll RT (5-83)

Energy of
reactants
c
k]
S
It
o
©
>
<
[0)
c
w
Energy of
products

- Figure 5-3
Extent of reaction Reaction energy as function of reaction extent.
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The rate expression can therefore be written as
—1a = [A][B]Ae Ee/RT (5-84)

Molecules in solution have translational, rotational, and vibrational motion,
and this motion may make it more difficult for molecules to collide in the
proper orientation and react. These effects are incorporated into the
frequency factor A.

The constants in the Arrhenius equation can be determined by taking
the natural logarithm of Eq. 5-79, which yields the expression

In(k) = In(A Ea ! 5-85
n(k) = In( )+<_E>X<?> (5-85)

The rate constant can be determined experimentally at several tempera-
tures, and when In (k) is plotted as a function of 1/7, the slope is equal to
—FE,/R and the y intercept is equal to In(A). The temperature dependence
of rate constants is sensitive to the magnitude of the activation energy F,.
Values of I, for reactions in solution range from 4 to 125 kJ/mol (1 to 30
kcal/mol) (Moelwyn-Hughes, 1974). For example, the hydrolysis of aque-
ous COg (COg9 + HoO = HyCOg) has an F, of approximately 55 k]/mol
(13 kcal/mol) (Kern, 1960). Reactions with high E, values show a much
greater sensitivity to temperature increases as compared to reactions with
low E, values. In general, it has been observed that many rate constants
double for every 10°C increase in temperature. However, as shown in the
following example, this rule only holds for an activation energy of approx-
imately 50 kJ/mol (12 kcal/mol), which is in the median range of most
reactions in solution (Frost and Pearson, 1961).

Example 5-7 Determination of the activation energy from rate
contants that are known at two temperatures

If the rate of a chemical reaction doubles for each 10°C increase in tem-
perature, estimate the value of the activation energy. Assume the initial
temperature is 25°C.

Solution
1. Write an expression for Eq. 5-79 to isolate the activation energy term:
E
_ Ap—Ea/RT — - =
k = Ae In(k) = In(A) RT

2. Write expressions for the relationship between the reaction rate le
and kr, at temperatures Ty and T, respectively.
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a. At temperature T;, the expression developed in step 1 may be

written as E
a
In (kr,) = In (A) — RT
b. A similar expression may be written for T5:
Ea
In (kr,) = In (A) — R,

3. Solve the equations in step 2a and 2b for E,.
a. Develop a relationship for E, by subtracting the expression devel-
oped in step 2b from the one developed in step 2a:

() _E(Ll_1
sz R\, T;
_ R In (le/sz)

T UYL, -1Ty

b. Substitute known values and solve for Ej:
Ty =(273 +25°C) = 298 K

T, = (273 + 25°C + 10°C) = 308 K
kr, = 2k,

_ (8.3144 x 10-3 kJ/mol - K)In (kr, /2kr,)
a (1/308 — 1/298)K-1

=52.90 kJ/mol (12.63 kcal/mol)

While increases in the reaction rate with temperature occur with chemi-
cal reactions, the reaction rate for microbial reactions do not always increase
with temperature. It has been shown that Arrhenius-type behavior is exhib-
ited up to a limiting temperature, where enzyme deactivation occurs, and
then the reaction rate decreases rapidly with an additional increase in
temperature.

In many cases, the addition of a catalyst may speed up a reaction by
lowering the activation energy, as shown on Fig. 5-4. In heterogeneous
and enzyme catalysis, the catalyst can also increase the rate because the
catalyst/enzyme can help orient the reactants in the proper manner for
reaction.
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IMPACT OF IONIC STRENGTH ON REACTION RATE CONSTANTS
As discussed previously, the rate of chemical reactions depends on activities
of the reactants and products. For an irreversible second-order elementary
reaction, the rate of disappearance of either reactant would be given by the
following expressions:
A + B — products (5-86)
=y = —k{AHB} = —ky,[A]y,[B] (5-87)
Change in E, from
addition of catalyst The observed rate constant then becomes
>
g kobs = —kyaYs (5-88)
c
[0}
s Generally, potable water sources have ionic strengths less
N i \ than 1072 M [approximately 400 mg/L TDS or 600 uS/cm
E Reference (600 n&/cm)], and the effect of ionic strength on rate
constants for ionic species can be estimated from the
"""""""""""""" Davies equation (Eq. 5-43). The activity coefficients for
monovalent and divalent ions are 0.90 and 0.66 at an ionic
strength of 0.01 M, respectively. The activity coefficients

Extent of reaction for neutral species are negligible for ionic strengths less
Figure 5-4 than 1072 M. Weil and Morris (1949) demonstrated that
Change in activation energy when catalyst is the rate constant for the formation of chloramine was

added to reaction.

independent of ionic strength, supporting the reaction
mechanism hypothesis that the neutral molecules NHg
and HOCI are the principal reactants.

Accordingly, if experiments are conducted on a given water, the observed
rate constant will be a function of the specific nonideality of the solution,
and the observed rate constant can be used in reactor modeling as long
as the ionic strength does not change. However, rate constants that were
determined in low-ionic-strength waters for ionic reactions cannot be
extrapolated to high-ionic-strength systems unless activity coefficients are
used.

PH EFFECTS ON REACTION RATE CONSTANTS

In water treatment practice, the hydrogen ion concentration (pH) is a
process variable that has a major role in the control of reaction selectiv-
ity and product distribution. The pH influences reaction rates through
direct reaction pathways (e.g., precipitation of aluminum or magnesium
hydroxide), determines whether reactant species are ionic, or acts as a
reaction catalyst. It is only in the latter case, however, that the actual rate
constant is affected; in the other cases, it is the activity (concentration) of
the reactants that are affected. Often, control of the pH will permit acceler-
ation of desired reaction pathways. The influence of pH on reaction rates
is illustrated by the monochloramine formation reaction in the following
example.
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Example 5-8 Effect of pH on monochloramine formation

Monochloramine (NH,Cl) is formed when ammonia (NH3) and hypochlorous
acid (HOCI) react, as shown in the following second-order reaction:

NH3 + HOCl — NH,Cl + H,0

Because of the long-lasting residual disinfecting properties of NH,Cl, it is
desirable to maximize the rate of formation of this chemical. Develop an
expression for the change in the rate constant for the formation of NH,Cl as
a function of pH and present the results graphically, assuming the activity
coefficients are unity. The following ionic equilibria relationships will be
needed for developing the solution expression:

Dissociation of hypochlorous acid:

[H1[OCI]

L oy X
Kroci = [HOCI] =10

HOCI = OCI™ +H*
Dissociation of ammonium:
[HT]INHs] _
+ - aF _ _ 9.3
Solution
1. Write the second-order rate expression for the formation of chlo-

ramines:
"'NHoCl = —INHs = —rHocl = KINH3][HOCI]

2. Develop expressions for the concentration of hypochlorous acid [HOCI]
and ammonia [NHs], using the equilibria relationships given in the

problem statement.
a. The total concentration of HOCI, Cr yoc may be written as

Ct Hoci = [HOCI + [OCI7]

b. The equilibrium relationship may be arranged to obtain an expres-
sion for [OCI~]:
[HOCIKyocy

(H+]

c. The expression from step 2b may be substituted into the Ct o
expression from step 2a and rearranged to obtain an expression
for [HOCI] as a function of pH:

Cr Hocr = HOCH +

[OCI"] =

[HOCIKoc
[H]

C1 Hocl
HOCll = ———~
el 1 + Khoci/H]

259



260 5 Principles of Chemical Reactions

d. The expression for ammonia is developed using a similar proce-

dure:
Hre INHg][H+]

Crm = [NHs1 + K,
4

CT NH;

[NH3] - 1 + [H+]/KNH4+

3. The rate expression can now be written in terms of the total ammo-
nia, Cry, and total hypochlorous acid, Croci, by substituting the
expression developed in step 2 into the rate expression from step 1:

(Cr e XCr Hoc)

Iyl = KINH3IIHOCI! = k
(1 + [H+]/KNH4+) (1 + Knoci/IH])

4. Write an expression for the observed rate constant that can be plotted
as a function of pH. An observed rate constant can be expressed in
terms of the actual rate constant k, hydrogen ion concentration [H*],
and equilibrium constants Kygg and KNH4+:

k
(1 + M1/, + ) (1 + Koo/ 1H*1)

where

[Ht] = 10-PH.
5. Plot the expression from step 4:

10*

10%f
100t

1072}

kobs

1074}
kobs

106 | NHg + HOCI = NH,Cl + H,0 |

108}

10—10 T S S I S —
0 2 4 6 8 10 12 14
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Comment

The observed rate constant depends strongly on pH, as shown on the
plot from step 5, with a maximum formation rate occurring at pH 8.3,
corresponding to the pH at which the product of the concentrations of the
undissociated reactants is also a maximum. It is also interesting to note that
the true rate constant has remained unchanged. Thus, the control of the
system pH is an important factor in proper design and operation of water
treatment plants.

The rate at which reactions occur usually is determined experimentally
by measuring the concentration of either a reactant or a product as the
reaction proceeds to completion. The measured results are then compared
to the corresponding results obtained from various standard rate equations
by which the reaction under study is expected to proceed (see Chap. 6).
The chemical structure of a compound may also be used to predict its
behavior in a chemical system, known as a quantitative structure—activity
relationship (QSAR). One such method for determining rate constants is
the linear free-energy relationship (LFER), which was proposed by Ham-
mett (1935, 1938). For example, Valentine and Jafvert (1988) studied the
mechanisms of monochloramine destruction, an important step involved
the acid-catalyzed reaction that forms NH;Cl™, as shown in the reaction
ki
NHCl + HA; = NH3CI + A~ (5-89)
where HA; = proton-donating species, ¢
k.,; = specific catalysis rate constant for ith proton-donating
species

Valentine and Jafvert (1988) developed an LFER to relate species-specific
catalysis rate constants to acid dissociation constants to predict the effect of
carbonate and silicate on the rate constant. The LFER relationship can be
expressed in the form

log () = ¢4 | pKas + 1og (221} | + 6 (5-90)
(0} = ; O S

5\ Np. PR T8 Ny

where Np,; = number of exchangeable protons on species HA;

Ng,; = maximum number of protons with which conjugate base
could combine
K, = acid dissociation constant for species HA;
Ci, Gy = constants determined based on experimental rate
constants

Using Eq. 5-90, a linear relationship may be obtained if log(k.;/Np,;) is
plotted versus pK,; +10og(Np,;/Ng,i), as displayed on Fig. 5-5. As shown in
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Figure 5-5

Linear free-energy relationship relating monochloroamine
degradation rate constants to acid dissociation constants.
(Adapted from Valentine and Jafvert, 1988.)

5 Principles of Chemical Reactions

HSO; ® Measured value
O Predicted value

HaPO,

log(ke,i/Np,)

6| HPOZ- ~ H3SiO;

012 3 456 7 8 9 10 11 1213
PKa,i+109(Np /Ng )

Eq. 5-90, the activation energy is related linearly to the free energy of losing
a proton and the number of protons that the acid can donate, hence the
name linear free-energy relationship.

As LFER methods are developed and refined, they will be very use-
ful in elucidating reaction mechanisms and predicting rate constants in
water treatment. Brezonik (1990) and Schwarzenbach et al. (2003) present
additional discussion on QSARs, LFERs, and their application to water
chemistry.

5-5 Determination of Reaction Rate Laws

Reaction Rate
Laws for
Individual
Reaction Steps

The relationship between the reaction mechanism and the rate expression
is examined briefly in this section. This relationship can (1) explain why
thermodynamics provides the necessary condition for reactions to proceed
but not the sufficient condition and (2) provide insight into the functional
form of the rate law. Empirical rate laws will be presented later in this chapter
and are often used for reactor design because the reaction mechanism is
not known.

The rate mechanism often includes numerous reaction steps, and the
reaction rate depends on which of these reaction steps is the slowest or
rate controlling. An individual reaction rate step is called an elementary
reaction and corresponds to one step in the reaction pathway. Also, an
elementary reaction is used to identify the number of atoms or molecules
involved in the reaction mechanism. Consequently, the rate law for that step
depends on the concentrations of the reacting species raised to the power
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given by the stoichiometric coefficients. If a certain fraction of reactant A
produces products, then the elementary reaction is given by the expression

A — products (unimolecular reaction) (5-91)

For the reaction shown in Eq. 591 the rate law is first order because the
reaction rate depends on the amount of reactant that is present:

rn = —k[A] (5-92)

If the elementary reaction involves the collision of two molecules, the
reaction rate will depend on the product of the concentrations of both
reactants because the product of the concentrations is proportional to the
probability of two molecules colliding. For the collision of two molecules, A
and B, the elementary reaction and the rate law are given by the following
expressions, respectively:

A+ B — products (bimolecular reaction) (5-93)
n = —k[A][B] (5-94)

It is also possible to have a bimolecular elementary reaction that involves
the collisions of just A, and the elementary reaction and rate law are given
by the following expressions, respectively:

A + A — products (5-95)
1 = —k[A][A] = —k[A]? (5-96)

If the elementary reaction involves the collision of A, B, and C, the rate law
will depend on the product of the concentrations of A, B, and C because
the product of the concentrations is proportional to the probability of the
three molecules colliding. In this case, the elementary reaction and the rate
law are given by the following expressions, respectively:

A4+ B+ C — products (trimolecular reaction) (597)
n = —k[A][B][C] (5-98)

From a practical point of view, reactions that involve the simultaneous
collision of three molecules are highly unlikely.

The reaction shown in Eq. 5-21 may be written to show the relationship
between the forward- and reverse-reaction rate constants ks and k, when
considering a reversible elementary reaction:

ky
aA + bB = ¢C + dD (5-99)

ky
where kf = reaction rate constant for forward reaction
k, = reaction rate constant for reverse reaction

The rate law for the reaction shown in Eq. 5-99 may be written as

m = —k[A]“[B]” + k,[C]‘[D]? (5-100)
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At equilibrium, the net rate is equal to zero; and, if the activity coefficients

are equal to 1, the ratio of the product concentrations to reactant con-

centrations raised to the respective stoichiometric powers is equal to the

equilibrium constant K. In addition, the equilibrium constant is equal to

the ratio of the forward rate constant divided by the reverse rate constant:
ke [C]‘[D]”

k+ = W = Kc When A = O (5-101)

The reaction mechanism is often different than what is given by the
stoichiometric equation. In such cases, the rate expression is not necessarily
related to the stoichiometric equation. If the details of the chemistry
involved in the reation are known, we may be able to develop the reaction
pathway and rate expression from the reaction pathway. This will involve
proposing a reaction pathway. For example, suppose that the stoichiometric
equation for a reaction is given by the reaction

9A+B - D (5-102)

We then must propose a pathway for this reaction to proceed. Based
on the chemistry that is involved, we propose the following elementary
reactions:

A+B ¢ (5-103)
cXb At (5-104)
C+A%D (5-105)

When we add all the elementary reactions in Eqs. 5-103 to 5-105, the ele-
mentary reactions must add up to the stoichiometric equation, Eq. 5-102.
While this is not shown here, the sum of Egs. 5-103 to 5-105 do add up to
Eq. 5-102. According to Eqgs. 5-103 to 5-105, the rate of formation of A is
given by this expression

= —k [A][B] + k1 [C] — ke[C][A] (5-106)

While Eq. 5-106 is perfectly valid, it is not particularly useful because it
involves a reactive intermediate, C, which may be difficult to measure.
Accordingly, the rate law that is given by Eq. 5-106 is not useful because
reactor mass balances will be written on the principal reactants and prod-
ucts, A, B, and D. So we must develop an expression for C that we can
substitute into Eq. 5-106. In this case, we assume that all the highly reac-
tive species (e.g., radicals) achieve a pseudo-steady-state concentration. For
purposes of illustration, we assume C is a highly reactive intermediate. For
this example, the net rate of C formation, r¢, can be assumed to be zero
(pseudo-steady-state assumption).

e =0=k[A][B] — k1 [C] — ko [C][A] (5-107)
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The concentration of C can be determined by solving Eq. 5-107 for C:
_ R[A][B]
ko1 + ko[A]

According to Eq. 5-108, the concentration of C depends on A and B,
and A and B are functions of time. C rapidly adjusts its concentration
according to Eq. 5-107 because it is highly reactive. According to Eq. 5-107,
three reactions are responsible for the creation and disappearance of C.
By assuming that the net rate is zero, we assume that the reaction is at
steady state. However, the concentration of C will in fact change with time
because the concentrations of A and B change with time. This is why we
call it pseudo—steady state. The final rate expression may be obtained by
substituting Eq. 5-108 into Eq. 5-106:

[C] (5-108)

k_1ki [A][B]  koki [A]?[B]
ko1 + ke[A]l ko + ke[A]

After algebraic manipulation, the final form of the rate law may be
obtained:

n = —k [A][B] + (5-109)

_ 2kiky [A]%[B]
ko1 + ko[A]

Because catalytic and/or radical species concentrations are often small,
as compared to the products and reactants, and they are highly reactive,
their concentration can change rapidly in response to solution conditions.
In such situations, the formation rate of these intermediate species can
be assumed to be zero and the pseudo-steady-state assumption can be
invoked. By setting the rate expressions of the reactive species equal to zero,
an algebraic equation for each expression is obtained and the algebraic
equations may be solved to express the concentrations of the highly reactive
species in terms of the reactants or products, which are easily measured.
Alternatively, in catalytic or enzyme-facilitated reactions, a mass balance
may be performed on the total concentration of the catalyst or enzyme,
which does not change with time. The resulting equation is rearranged
and solved for reactive intermediates or catalytic species in terms of the
reactants, products, or constants. The rate law may then be expressed in
terms of only the reactants and products.

In practice, the process of obtaining a valid rate expression includes the
postulation of a rate mechanism and collecting data for a variety of reactant
concentrations. The proposed rate law is compared to the data and the
validity of the rate law can be examined, as discussed in Chap. 6. Finding the
appropriate rate law often involves an iterative solution process. However,
in many instances, the rate mechanism is complex, and empirical rate laws
are fit to data and used in mass balances. Empirical rate laws are discussed
later in the following section.

T = (5-110)

265



266

Empirical
Reaction Rate
Expressions

5 Principles of Chemical Reactions

In summary, the steps used to determine a rate law are

1. Propose the reaction pathway.
2. Write out the rate laws for each species in the pathway.

3. Invoke the pseudo-steady-state assumption for reactive intermediates
and/or perform a mass balance on the catalytic species. Rearrange
these expressions to obtain expressions of the reactive intermediates
or catalytic species in terms of the reactants or products, which are
easily measured.

4. Obtain a rate expression and eliminate the hard-to-measure species
from the rate law using the results from step 3.

5. Check to see that the sum of all the elementary reactions equals the
overall stoichiometric equation.

6. Collect data in various reactors and compare the concentration pro-
files to what would be predicted using postulated kinetic mechanisms.

7. Repeat steps 1 through 6 until good agreement is obtained.

In many cases, there is not sufficient data or resources available to determine
a general expression for a rate law (especially given the unique composition
of water sources); consequently, empirical forms are fit to data and used
in reactor mass balances. For example, a first-order rate expression is
often used to describe biochemical oxygen demand (BOD) degradation in
receiving waters:

1, = —kr L (5-111)

where 1, = rate of BOD loss

L = BOD concentration
k; = observed first-order rate constant

Equation 5-111 represents a major simplification of all the processes that
are occurring, given the variety of the types of organic compounds that are
being oxidized and the enzyme pathways that are used. Nevertheless, this
empirical approach appears to describe the demand for dissolved oxygen
in the BOD test.

When rate laws are not available, the following rate expressions may be
fit to rate data:

—ki (5-112)
—ki G (5-113)
" —k; C? (5-114)
—k (5-115)

where 1, = reaction rate for species ¢
k; = rate constant for species ¢
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C; = concentration of species ¢ (more correctly the activity should
be used rather than the concentration, but the activity
coefficient is often assumed to equal 1 and/or included in the
rate constant)

n; = reaction order

Another useful empirical rate law uses first-order kinetics (Eq. 5-113) and
declining first-order rate constants:

k
0 (5-116)
(I+Fy™
Ist = k
Il (5-117)
(L4 Ez)™
where ks = retarded first-order rate constant

k1si,0 = initial first-order rate constant
I}, n; = empirical parameters

[ = time

z = position in reactor

Equations 5-116 and 5-117 can be used to describe trends that have been
observed in ozone mass transfer studies, particle removal, and biodegra-
dation rates. When dealing with particle removal, n; would be related to
the particle size distribution. For biological reactions, the rate of reaction
declines over time because the more readily degradable compounds are
consumed first followed by the more recalcitrant compounds. In biological
reactions, 7; is related to variability of the biodegradability of the individual
constituents (soluble, colloidal, and particulate) that comprise BOD.

5-6 Reactions Used in Water Treatment

The major chemical reactions that occur in water are (a) acid—base reac-
tions, (b) precipitation (dissolution reactions), (c¢) complexation reactions
with ligands (metal anion reactions), and (d) redox reactions (oxidation
and reduction reactions). Acid—base reactions are very fast (reaching equi-
librium in less than a second) because they often involve only a proton
transfer. Precipitation reactions often involve the coordination of anions
around a cation and are relatively fast in the formation of amorphous
solids (10 to 1000 min) and much slower (1 to 10,000 years) in the sub-
sequent formation of crystals. Oxidation—reduction reactions follow many
steps through specific single-electron transfers and, therefore, can be either
very fast or very slow depending on the reaction mechanism. In general,
acid—base, complexation, and precipitation reactions tend to be reversible
and redox reactions are often not reversible, because a significant amount
of energy is often released for each of the elementary reactions that are
involved in the overall reaction.
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Acid-base reactions are common in water treatment, and pH has a signifi-
cant effect on the chemical species present in water and on the efficiency of
many treatment processes. In addition, acid—base reactions proceed faster
than many other equilibrium reactions, making these reactions feasible
given the time scale available for water treatment. Alkalinity, as discussed
in Chap. 2, should be reviewed because of its importance to acid—base
chemistry. Many acid—base reactions can be described by the loss of a
proton, as shown by the expression

HA= H" + A~ (5-118)
where HA = acid species
H* = hydrated proton (i.e., H3O™)
A™ = conjugate base species
At equilibrium, the following expression can be used to relate the activities
of the species in Eq. 5-118 to one another:
v [HY lya [A7]  {HTHA™)
vua[HA] (HA) ’
where K, = equilibrium constant for acid (HA) dissociation, used when
acid donates a proton to a water molecule

(5-119)

Alternately, the reaction that occurs when a conjugate base accepts a proton
from water may be written as

H™ + A~ = HA (5-120)
The equilibrium relationship for the reaction shown in Eq. 5-120 is express-
ed as
Ay
{HTHA™}
where Kj = equilibrium constant for base (A7), used when base accepts
a proton from a water molecule

Another relationship that is used when analyzing acid—base reactions is a
mass balance on the conjugate base:

Cra = [HA] + [A7] (5-121)
where Cr 4 = total concentration of species A

The use of the concepts shown above is presented in the following example.

The charge balance and proton condition relationships are also used
to solve acid—base equilibrium problems. Charge balance is given by the
expression

final concentration final concentration
Z of species with = Z of species with (5-122)
positive charge negative charge
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Example 5-9 Acid-base chemistry

For water containing an acid, HA, with pK; =5 and Cr4 = 10-3 mol/L,
determine the concentration and percentage of [HA] and [A~] as a function
of pH. Plot the concentration of [HA] and [A~] as a function of pH on a
logarithmic scale. Assume all activity coefficients are equal to 1.0.

Solution

1. Determine the concentration of [HA] and [A~] as a function of pH.
a. Solve Eq. 5-119 for [A7]:

_ [HA]
[A7] = Kam
b. Substitute the result from step lainto Eq. 5-121:
_ [HA]
Cra =[HA] + [A7] = [HA] + Kam
c. Solve the expression developed in step 1b for [HAL:
Cra
HAl = —————
A = T,
d. The expression for [A~]is developed following a similar procedure:
_ Cra
Al ———
W= 1wk

2. Determine the [HA] and [A~] concentrations at pH values ranging from
0 to 14. A sample calculation for pH 4 is shown below.
a. The concentration of [HA] at pH 4, or [H*] = 104, is as follows:
CT,A 10-3 mol/L

— _ _ -4
IHA = [ = T 105,703 = 209 % 107 moliL

b. The concentration of [A-] at pH 4, or [H™] = 10-4, is as follows:

. CT,A _ 103 moI/L _ _5
AT = T TR = T3 Tomioms = 209 % 107 mo/L

c. Determine the fraction of the total concentration of [HA] and [A~]
at pH 4:
[A-] 9.09 x 107°

- - _ Tl _ 0,
G, < 100="—55— x100=9.1%
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—4
P 100 = 299210 100 - 90.9%
TA

3. Plot concentration profiles (log concentration) for [HA] and [A~] versus
pH:

10°

1072

1074

1076

1078 A

Concentration, mol/L

10710 HA

10712

10714
0

pH

Comment

As shown in the plot constructed in step 3, the acid is undissociated at
pH values less than 2 units below pK, and nearly completely dissociated 2
units above pK,. Further, the acid is 50 percent dissociated at a pH equal
to pKa.

The proton condition, a mass balance on protons starting with the
species that are added to the solution, is given by the expression

Z concentration of species | Z concentration of species
that donate protons B that receive protons

(5-123)

Use of the relationships defined in the above equations is presented in the
following example.
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Example 5-10 Solving acid-base problems as system of equations
with unknown values

The acid HA is dissolved in water. Set up the four general equations that can
be used to determine [HA], [A~], [H*], and [OH~].

Solution

1. Set up the general solution as a series of four equations with four
unknowns ([H*], [OH7], [HA], [A~]) that must be solved simultaneously
to arrive at a solution.

a. Mass balance on A:

Cra = HAl + [A]

b. Definition of equilibrium constant for water, K,:
Ky = 10714 = [H*][OH]
c. Definition of equilibrium constant for the acid, Ka:
HIA]
o= —Tm

d. For the proton condition the initial reactants are H,O and HA.
Consequently, the species that are formed from the loss of a
proton are A= and OH—, and the species that is formed from the
addition of a proton is H*. In this case, the proton condition is
equal to the charge balance. Thus

[A] 4+ [OH7] = [H']
2. The system of four equations with four unknowns can be solved using
various methods; however, for complex chemical systems, chemical

equilibrium models such as MINTEQA2 (U.S. EPA, 1999) or Visual
MINTEQ (Gustafsson, 2011), may be required.

Comment

Note that the chemical species CO32_ also participates in the acid—base
reactions (see Egs. 5-5 and 5-6). Thus, equilibrium of the species H,COs3,
HCO3;™, and H™ would have to be calculated simultaneously, which is
illustrative of the complexity that can result in many of the reactions
encountered in water chemistry.
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The equilibrium constant for a compound in its solid phase and its ions
in solution is known as the solubility product. A compound that has a
low solubility in water is not likely to dissolve or, if present in excess of its
equilibrium value and, given sufficient time, the compound will precipitate.
A compound with a high solubility is more likely to be dissolved in water.
The general solubility equilibrium equation may be written as

A.By(s) = aA”t + B"” (5-124)
The equilibrium relationship for the reaction shown in Eq. 5-124 is
YAV IA™T14B" ] = Kyo (5-125)

where  Kgy = solubility equilibrium constant for reaction shown in
Eq. 5-124
Ya,Yp = activity coefficients for species A and B, respectively

For the equilibrium relationship shown in Eq. 5-125, if the product of the
reactants, [A"T]1¢[B"~ 1%, is less than the Ky value (assuming y4 =yp = 1),
precipitation will not occur. However, if the product of the reactants is
greater than the Kgy value, the solid phase will precipitate until the Kgy
value is obtained. It is important to note that the solubility product is an
equilibrium constant. As shown in Eq. 5-125, it is the ratio of the activities
of the products raised to their stoichiometrc power divided by the reactant
activity. In this case the reactant activity is a pure solid and a pure solid has
an activity of 1.0.

Example 5-11 Solubility of calcium carbonate

The pKsp value for the precipitation—dissolution reaction of calcium carbon-
ate in water at 25°C is 8.48, and the reaction may be written as

CaCOs(s) = Ca?* + C0,°~

If a sufficient amount of CaCOs(s) is added to pure water so that
equilibrium is reached, determine how much CaCOs(s) is dissolved in the
water. Neglect ionic strength effects and the formation of bicarbonate and
carbonic acid (assume the pH is high).

Solution

1. Determine the concentration of Ca’* present using the solubility
constant and by noting that for every mole of calcium ion formed
there is an equivalent mole of carbonate ion (i.e., Ca’t = CO32_):

Kso = [Ca?*1IC0;7 ] = [Ca?']?
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[Ca®*] = (Kgo)/2 = (10-848)1/2 — 5,75 % 10~° mol/LCa>"

2. Compute the amount of CaCO3 dissolved in solution. For each mole
of Ca’* formed, 1 mole of CaCOs(s) is dissolved; therefore, the
concentration of CaCOs(s) dissolved may be computed:

1 mol CaCO3)

[CaC03] = (5.75 x 10~° mol Ca®") (—2
1 mol Ca“*"

=5.75 x 10~ mol/L
CaC05 = (5.75 x 10~ mol/L)(100 g/mol CaC0O3)(1000 mg/g)
=5.75 mg/L

Solubility is affected by temperature, competing ions, and solution pH. A
given solid in solution may be present and in equilibrium with one or more
of its dissolved species. Further, the chemical equation used to explain the
precipitation—dissolution reaction may be expressed in terms of pH (see the
following discussion on complexation). The concentration of the dominant
species present may be plotted together for a graphical presentation of
solubility, as shown in the following example. Care should be taken when
selecting chemical species relevant to a particular precipitation—dissolution
reaction (Morel and Hering, 1993).

Example 5-12 Solubility of aluminum hydroxide

Amorphous aluminum hydroxide Al(OH)3(s) is a form of Al(lll) that is formed
when alum is added to water as part of coagulation or the destabilization
of particles in solution. Given the following information, calculate the total
Al(lll concentration in a solution at equilibrium with Al(OH)s(s) at pH 7.5.
Also develop appropriate equations for each species and plot the results to
obtain the equilibrium Al(lll) concentration.

AIOH)5(s) + 3H+ = AP* + 3H,0 pKso = —10.8
AIOH)s(s) + 2H* = AIOH** +2H,0  pKg; = —5.8
AIOH)s(s) +H+ = AIOH); +H,0  pKsy = —1.5
Al(OH)3(s) = AIOH)3 PKs3 = 4.2
AIOH)s(s) +Hy0 = AOH),” +Ht  pKgy = 12.2
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Solution
1. Write the mass balance equation on Al(lll):

AL = [AP*] + [NIOHZ*] + [AIOH), ™1 + [AOH)3] + [AIOH), ]

2. Replace each aluminum species with its respective K relationship.
a. The relationship for Al(lll) is shown below:

s IAPIH0P
KSO = ].O =
[H+]3 {AL{OH)ss)
The terms that are crossed out in the above expression have an
activity of 1.

[A|3+] _ 1010.8[H+]3 _ KSO[H+]3

b. Other species are derived using a similar procedure, resulting in
the following expression for the total Al(lll) concentration:

Al = Kso[H+]3 + KSl [H+]2 aF Ksz[H+] ar K33 —+ K34/[H+]

3. Substitute in a pH value of 7.5 and solve for Al(lll):
TAI(N] = (10198)(107-5)3 4+ (10°8)(107-9)2 4+ (101-°)(10-79)

+(107%2) +(107122)/(1077%) = 8.4 x 107°M

4. Develop appropriate equations for each species and plot the results
to obtain an Al(lll) concentration.
a. Write an equation for each species as a function of pH, as shown
in step 2:

[AP*] = KgolH*T3 = 10108[H+]2
[AIOH?] = Kg; [HH]2 = 1058[H*]2
[AI(OH)2+] — Ksp[HH] = 1015[H*]
[AIOHIZ] = K3 = 10742
[AOH), 1 = Ksg/H'1 = 10-122[H+]

where [H*] = 10-PH

b. Plot the equations for each species and identify the line that
represents the total Al(lll) concentration:
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Comment

It should be noted that on a log Al species versus pH scale, the equilibrium
Al species concentrations are linear functions of pH in most cases. The
slope is determined by the concentration dependence of the species as a
function of hydrogen ion concentration. For example, Al(OH),~ depends on
the hydrogen ion concentration raise to the —1 power and this means it will
be linearly related to the pH and have slope of 4+1. On a pC — pH diagram
it will have a slope of —1 because pC is the negative of the log of the
concentration.

Complexation reactions are important in water treatment because the
reactions may be used to reduce the concentration of free-metal concentra-
tions. In addition, complexation reactions can be used to reduce toxicity or
change the adsorptive properties of metals. The formation of complexes in
water generally involves the reaction between a metal ion (M) and a ligand
(L). Ligands may be added individually or cumulatively, as shown in the
reaction

M(L)%F + nl?™ 2 M(L),., (5-126)

m+n
where M = metal ion

L = ligand

m, n = number of ligands added
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x, y = valances of cationic complex and anionic ligand,
respectively

The equilibrium relationship for the reaction shown in Eq. 5-126 is written as

M)

MO o = e (5-127)

where K1, = stability constant for formation of metal complex
containing m + n ligands

The reactions of ligands and metals may be modeled as a system of
reactions, as described previously for precipitation—dissolution reactions.
In some cases the reaction equation will need to be balanced with other
reaction equations to obtain an equation expressed in terms of the solid
phase and the metal complex of interest. Several examples of Al and
Cu complexation with OH™ are presented in Examples 5-12 and 5-13,
respectively. When reaction equations are added and balanced to arrive at
an appropriate expression for the metal complex, the equilibrium constants
for the resulting reaction is determined by muliplying the equilibrium
constants of the participating reactions or just adding the powers of the
equilibrium constants. The sign of the power of the equilibrium constant
is reversed when the chemical equation is reversed. Summing chemical
equations and the powers of the equilibrium constants is illustrated in the
following example.

Example 5-13 Complexation reactions for copper hydroxide

For the following dissolution and complexation reactions, determine the
reactions needed to create a pC — pH (pC is the negative logarithm of
the concentration) diagram for the following complexation reactions. The
solution is in equilibrium with solid copper hydroxide, Cu(OH),(s). Ignore the
effects of ionic strength:

CulOH)o(s) = Cu?* +20H"  Kgg=10-193
Cu?* + OH™ = CuOH* K = 1063
Cu?* 4+ 20H = Cu(OH), K, = 10118
Cu?* +30H™ = Cu(OH); K; = 10164
H+ + OH™ = H,0 K,! =104

Solution

1. Rearrange the equations given in the problem statement so that H™
and the metal-ligand complex Cu(OH)y are the only variables:
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a. For Cu®t,

Cu(OH)p(s) = Cu®* +20H™  Kgo = 107193
2HT + 20H = 2H,0 K,? =108

Cu(OH),(s) + 2HT = Cu®" +2H,0  Kgg = 1087
b. For CuOHT,
CulOH)p(s) = Cu?* +20H  Kgp=10-193

Cu?" +OH™ = CuOH" Ky =10%3
H+ + OH™ = H,0 Kyt =101
CulOH),(s) + HF = CuOH™ +H,0 Kg; = 101

c. For Cu(OH),,
Cu(OH),(s) = Cu®* + 20H™ Kgp = 10-193

Cu®* + 20H™ = Cu(OH), K, =101138
Cu(OH)o(s) = Cu(OH), Ksp = 10-75
d. For Cu(OH),™,
CulOH)y(s) = Cu®* +20H"  Kgg=10-193
Cu’* +30H™ = Cu(OH);~ K3 = 10164
H,0 = H* +OH™ K, = 10-14

Cu(OH)»(s) + H,O = CU(OH)37 +HT Kg3= 10-169

. Using the equations developed in step 1, develop equations that may

be plotted on a pC — pH diagram.

a. The equation from step 1a may be rearranged for the equilibrium
constant:

_ [Cu*"IH,01
0™ TH2[Cu(OH),(s)]

resulting in the expression

2+] _

log[Cu logKsp — 2pH

_log[Cu®*] =

—logKgg + 2pH
p[Cu2+] = pKgp + 2pH

The corresponding expressions for the remaining equations devel-
oped in step 1 are
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b. For the equation derived in step 1b, the expression may be written
as
log[CuOH™] = logKs; — pH

p[CuOH] = pKg; + pH
c. For the equation derived in step 1c, the expression may be written
as
D[CU(OH)Z] = DK52

d. For the equation derived in step 1d, the expression may be written
as
log[Cu(OH)3] = logKs3 + pH

p[Cu(OH)g] = pKg3 — pH

Comment

Using these equations, it is possible to create a pC — pH diagram that will
show the major constituents for this water at a range of pH values. The
pC — pH diagrams are also useful for developing an understanding of a
specific water quality system.

Ligands that are commonly involved in complexation reactions include
CN-, OH™, CI7, F, CO,*", NO, ™, SO,*", NH3, S, SO,*", PO,*", and
many organic molecules with appropriate functional groups (Morel and
Hering, 1993). Complexes can also form with NOM. The NOM complex
that forms with aluminum ion (see Example 5-12) is thought to control
the amount of alum addition in the coagulation process (see Chaps. 8 and
9 for more discussion). The NOM complex that forms with Fe(II) is very
strong and makes it difficult to oxidize Fe(II) using chemical oxidation.
Iron is removed by oxidizing it to Fe(III) and precipitating it as Fe(OH)3
(see Chap. 8 for a more detailed discussion; see also Stumm and Morgan,

1996).

Reactions that involve the transfer of electrons between two chemical
species are known as oxidation—reduction, or redox, reactions. In a redox
reaction, one species is reduced (gains electrons) and one species is
oxidized (loses electrons). Redox reactions are typically reported as half
reactions to show the number of electrons transferred. Thus, to obtain a
complete oxidation—reduction reaction, an oxidation half reaction and a
reduction half reaction must be combined. The general expression of a
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half reaction for the reduction of a species is as follows:
Oxp + ne” — Reda (5-128)

where  Oxj = oxidized species A
n = number of electrons transferred

e~ = electron
Reda = reduced species A

Although the oxidized species A is reduced during this reaction, it is called
an oxidant (or electron acceptor) because the oxidized species A oxidizes
another species as it is reduced. The half reaction for the oxidation of a
species may be expressed as

Redp — Oxp + ne™ (5-129)

where  Oxp = oxidized species B
Redp = reduced species B

Although the reduced species B is oxidized during this reaction, it is called
a reductant (or electron donor) because the reduced species B reduces
another species as it is oxidized.

The two half reactions may be combined to obtain the following overall
oxidation—-reduction reaction:

Oxx + Redp — Oxp + Red, (5-130)

Water treatment often involves oxidation—reduction reactions in a variety
of processes such as disinfection and chemical oxidation. Redox reactions
are discussed in detail in Chap. 8.

Problems and Discussion Topics

5-1  Using the principles of stoichiometry presented in the text, (a) bal-
ance the reaction for the coagulation of water with alum, Alp (SO4)3-
18H9O, shown below and (b) compute the amount of alkalinity,
Ca(HCOg)9, consumed during the reaction:

Al (SOy4)3 *18H30 + Ca(HCO3)2
= CaSOy4 + Al(OH) ;4 + CO9 4+ HyO

5-2  During the process of photosynthesis, algae respiration can cause the
pH and dissolved oxygen (O9) concentration of water to increase.
Photosynthesis can be described by the chemical reaction presented
below. Balance the chemical reaction and calculate the milligrams
of oxygen formed per milligram of carbon dioxide removed.

CO9 + HoO — CsH 1904 + O9 (5-131)
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5-3

5-4

5-6

5-7

A water contains organic matter and ammonia. For disinfection, 2
mg/L of hypochlorous acid (HOCI) is added to the water, forming
5 mg/L monochloramine (desired end product) and 1 mg/L total
organic chlorine (TOCI) as Cl. Determine the selectivity of the
formation of monochloramine versus TOCI formation.

Lime, Ca(OH),, is added to water for the removal of calcium and
magnesium. In many cases, Ca’t and Mg2+ are associated with
carbonate, as shown in the reaction below for calcium. The addition
of lime results in the precipitation of CaCOj3(s) and Mg(OH), (s).
For the precipitation reaction shown, write expressions for the
concentration of each species after 50 percent conversion of calcium
biocarbonate, Ca(HCOg)9; assuming there is no volume change
upon reaction.

Ca(HCOs)s + Ca(OH)y = 2CaCOs(s) 4+ 2HoO

Determine the ionic strength of a solution with the following con-
stituents:
[Ca*!1=10"3mol/L  [CO3 ] =10~ mol/L
[Mg2+] =102 mol/L [HCO3 ] =5 x 1073 mol/L
[Na*] =10"* mol/L
If the pH was measured at 7.0, what is the corresponding concentra-
tion of hydrogen ion?

Un-ionized ammonia (NHs) is toxic to fish at low concentrations.
The dissociation of ammonia in water has an equilibrium constant
of pK, = 9.25, described with the reaction

NH; = NH3 + H*

Determine the ratio of NHg to NHI at pH values of 6, 7, 8,9, and 10.

Given the following reaction and rate law for the oxidation of Fe (II),
where DO = dissolved oxygen, determine the rate of production/loss
of Fe?*:

Fe*" + 10y + JHo0 = Fe(OH)3 + 2H*
et = —k[Fe*T1[OH"1*[DO] k= 6.25 x 10'°L?/min - mol®
where DO = 0.268 mmol/L

Fe?* = 5.58 mg/L
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Using the data provided in Problem 5-7, determine the concen-
tration and rate of production/loss of dissolved oxygen (DO),
Fe(OH)s, and acid (H") when Fe?" = 0.8 mg/L at pH 6 (assume
constant).

A common reaction pathway in biological systems involves the
conversion of substrate (S) to product (P). The stoichiometric equa-
tion is

S—P
The elementary reactions are given by the pathways given below that
include an enzyme that is neither created nor destroyed:

S+E — E.S (reaction 1)

k-1 .
E-S —— S+E (reverse reaction 1)
k .
ES —> P+E (reaction 2)
Derive a rate law in terms of the total enzyme and substrate concen-
trations and the rate constants.

Using information obtained from the local water utility, compute
the ionic strength of your drinking water. In addition, estimate the
TDS concentration and electrical conductivity (EC) of the water. If
available, measure the TDS and/or EC of the water and compare to
the computed values.

Plot the activity coefficients of Na™, Ca2+, and AI** forionic strengths
from 0.001 M (very fresh water) to 0.5 M (seawater). Determine the
ionic strength at which the activity coefficient corrections become
important (activity coefficient less than 0.95) for monovalent, diva-
lent, and trivalent ions.

The temperature dependence of the reaction rate is frequently
expressed quantitatively using parameters other than [, For
example, the following expression for the reaction rate constant for
the BOD test is often used:

ke, = koo (0) 27

where Ty = temperature, K
kt, = rate constant at temperature 7o

a. Show that 6 = exp(E,/RT1T3).
b. Determine FE, if 6 = 1.047 and T, = 293 K.
c. If 7o = 283 K and 6 remains constant, what is the value of E,?

In the field of biology, the Q)¢ term is frequently used to define the
increase in reaction rate constant with temperature:

_ krio

Qo = r
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5-14

5-15

5-16

5-17

Although Qj¢ does vary with E, and temperature, if E, is approxi-
mately a constant for certain reactions, Qo values can be used as
a good approximation. If the temperature is 25°C, what is E, if
Qo =1.8?
Prior to the design of chemical reactor systems, it is necessary to know
the sensitivity of the reaction rate to temperature. It was stated by
Arrhenius that the rate of most chemical reactions would double for
every 10°C increase in temperature. Test the validity of this statement
by calculating the temperature rise needed to double the rate of
reaction for activation energies of 4, 55, and 125 kJ/mol for initial
temperatures of 0, 20, 100, and 300°C using the Arrhenius law for
temperature dependency of the rate constant. From the calculations,
what conclusions can be drawn about the temperature sensitivity of
reactions at various energies and temperatures, including conditions
expected for water treatment processes.
For the reactions given below, what is the rate expression for the
disappearance of A assuming that Cis a highly reactive intermediate?
An acceptable answer would propose a rate law that only involves
the principal reactants and products as given in the following stoi-
chiometric equation.
Stoichiometric equation:

2A+B —>D+F
Elementary reactions:

A+B—C
k_
C—S5A+B
C+A—2.D+F

Using a linear free-energy relationship (LFER), write an expression
that could be used to estimate the reaction rate constant, k. ;, for the
following reaction:

kl' i
NH,Cl + HA — NH3CIl™ + A~

Outline a procedure that could be used to estimate the reaction rate
constant using the expression.

Construct plots of (a) the log concentration and (b) the percent
distribution of HoCOg, HCO3~, and COs?~ as a function of pH at
25°C. Consider a pH range of 0 to 14. Use a Cr o, value of 1073
and assume the system is closed to the atmosphere and that the
following reactions apply:

HyCO3 = HCO;~ + HY  pK, = 6.35
HCOs 2 CO,* + HT  pK,e = 10.33



Problems and Discussion Topics

5-18  Using the thermodynamic data given below, calculate the equilib-
rium constants and free energy of reaction for the following reaction
at 10, 25, and 35°C:

HyCOs = HCO,~ + H*
Thermodynamic data:
AHF,H2c03(aq) = —698.7 kJ/mol AGF,HCO_;(aq) = —587.1 kJ/mol
AHF,HCO;(aq) = —691.1 kJ/mol AGF’HQCOS(aq) = —623.4 kJ/mol
AHF,H+(aq) =0 kJ/mol AGF’HJr @ = 0 kJ/mol

5-19  Calculate the equilibrium constant K, at (a) 25°C and (b) 40°C using
the following free energy of formation values: [H*] = 0 kJ/mol,
[OH™] = —157.29 kJ/mol, and [HoO] = —237.18 kJ/mol. Deter-
mine if the disssociation of water is an endothermic or exothermic
reaction. The enthalpy values for the various constituents are [H] =
0kT/mol, [OH ] = —230 kT/mol, and [HoO] = —285.83 kKT /mol.

520 Determine if HOCI is thermodynamically stable in water at 25°C
given the reaction

2HOCI = 2C1 + 2H" + Oy
Assume HOCl =5 mg/L as Clo,pH =7, Og(aq) =9 mg/L, and
ClI™ = 107% M. The free energies of formation for the compounds
involved are given as
H* = 0 kJ/mol Os(aq) = 16.44 kJ/mol HyO = —237.18 kJ/mol
ClI” = —131.29 kJ/mol HOCI = —79.91 kJ/mol

5-21 Using the reactions shown below for the solubility of FeOHs(s),
constructa pC — pH diagram and determine the Fe®* concentration
at pH values of 3, 5, 7,9, and 11:

Equilibrium
Reaction Constant Value
Fe(OH)5(s) + 3H+= Fe®* + 3H,0 log Kso 3.2
Fe(OH)3(s) + 2H*+ = Fe(OHY* + 2H,0 log Kg; 1.0
Fe(OH)3(s) + H* = Fe(OH); + H20 log Ks» -2.5
Fe(OH)s(s) = Fe(OH)3 log Ks3 -12.0
Fe(OH);(s) + H,0 = Fe(OH),~ + H* log Ksg -18.4
5-22  Manganese, Mn(II), is soluble in water and is present in many

groundwaters because insoluble forms (e.g., MnOy) that are con-
tained in minerals are reduced to soluble forms. (The subsurface is
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a reducing environment because electron acceptors such as oxygen
have been used up by heterotrophic bacteria in the A horizon of
soil, comprised mainly of mineral material and organic detritus such
as peat.) Ozone (O3) is sometimes used to remove Mn according to
the reaction

Mn** + O3aq) + HoO & MnOsg(s) + Og(aq) + 2HT

Compute the equilibrium constant for the reaction and plot the free
energy as a function of the conversion of Mn** from 0.01 to 0.999
using the following data:

AGgy, = —164.05 k] /mol

Assume that the initial reactant concentrations are DO = 10 mg/L,
O3 = 0.5 mg/L, Mn2t =2 mg/L, and MnOs = 0 mg/L.
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Terminology for Reactor Analysis and Mixing

Term Definition

Agitation Motion induced in a fluid to achieve flocculation,
maintain particles in suspension, or promote mass
transfer.

Batch reactor Vessel in which reactants are introduced and reactions

are allowed to proceed with no additional inputs to or
outputs from the reactor during the reaction period.
Blending Process of combining two liquid streams to achieve a
specified level of uniformity as defined by the COV.
Completely mixed  An ideal flow reactor in which the contents are
flow reactor continuously mixed and completely homogenous; no
(CMFR) variation in concentration or other condition exists
from one location to another in the reactor. Called
continuously-stirred tank reactor (CSTR) in some

older texts.
Coefficient of Normalized standard deviation of the concentration in a
variation (COV) stream used to define the uniformity (also
homogeneity) of blending.
Conservative Constituent that does not react, transform, adsorb, or

constituent otherwise change as it passes through a reactor.
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Definition

Control volume

Diffusion

Dispersion

Flow reactor

Hydraulic residence
time

Mass balance
analysis

Mean residence
time

Mixer

Mixing

Nonconservative
constituent

Plug flow reactor

(PFR)
Reactor

Residence time
distribution (RTD)

Steady-state
analysis

System boundary
Tracer, chemical

Velocity gradient G

System in which a mass balance analysis is
performed.

Movement of molecules from a higher concentration
to a lower concentration due to Brownian
motion.

Mixing in which a constituent is transported from a
higher concentration to a lower concentration by
eddies formed by turbulent flow or shearing forces
between fluid layers.

Reactor that operates on a continuous basis with flow
into and out of the reactor.

Theoretical time that fluid remains in a reactor, defined
as the reactor volume divided by the flow rate.

Application of the law of conservation of mass, to
account for changes in any component due to fluid
flow, mass transfer, or chemical transformations.

Average time that fluid remains in a reactor, defined
as the first moment of tracer curve.

Device used to bring about motion in a fluid for the
purpose of agitation or blending.

General term used to refer to agitation and blending

Constituent that reacts or transforms as it passes
through a reactor.

An ideal flow reactor in which no dispersion, diffusion,
or mixing of contents occurs in the axial direction.
Tank, basin, or other vessel used in environmental and

chemical engineering as a container in which
chemical or biological reactions for treatment or
transformation can take place.

Probability distribution function that describes the
range of time that fluid elements remain within a
reactor.

Analysis conducted when a reactor is operated for a
long enough period of time with a constant influent
concentration such that the concentration profile in
the reactor does not change with time.

Border used to identify all of the material flows into
and out of a control volume.

Conservative chemical used to assess the flow
conditions through a reactor.

Measure of the power input per unit volume (P/uV)!/2
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In the environment, many of the contaminants in water are removed grad-
ually by naturally occuring physical, chemical, and biological processes. In
water treatment, the same processes that occur in nature are carried out in
vessels or tanks, commonly known as reactors. Through the use of engineered
reactors, the processes used to treat water can be accelerated under con-
trolled conditions. The rate at which such processes occur depends on the
constituents involved and conditions in the reactor, including temperature
and hydraulic (mixing) characteristics.

The topics presented in this chapter include (1) the types of reactors
used in water treatment processes; (2) the mass balance analysis, which is the
fundamental basis for the analysis of the physical, chemical, and biological
processes used for water treatment; (3) ideal reactors used in modeling; (4)
the modeling of reactions occurring in completely mixed batch reactors;
(5) the modeling of reactions occurring in ideal continuous-flow reactors;
(6) the use of tracer curves to characterize nonideal flow patterns; (7) the
modeling of nonideal flow through reactors; (8) modeling the performance
of nonideal reactors; (9) using tracer curves to model reactor performance;
and (10) mixing.

6-1 Types of Reactors Used in Water Treatment

Types of Reactors

Reactors
Characterized
by Operation
Pattern

Unit operations and unit processes in water treatment can be carried out
in a variety of reactors, which include large square and rectangular basins,
cylindrical tanks, pipes, long channels, columns, and towers. Stoichiometric
and kinetic descriptions of chemical reactions combined with knowledge
of practical flow patterns provide the basis for reactor selection and design.
Other factors to be considered include the quantity of material being
processed and the structural requirements of the reactor selected (Froment
and Bischoff, 1979; Kramer and Westerterp, 1963; Levenspiel, 1998; Green
and Perry, 2007; Smith, 1981). The types of reactors and their applications
and the hydraulic characteristics of reactors are introduced in this section.

The reactors used for water treatment can be categorized based on the
operation pattern, hydraulic characteristics, unit operation occurring, and
entrance and exit conditions. Several types of reactors are shown on Fig. 6-1.

Batch and continuous-flow reactors are the principal types of reactors.
Batchreactors are characterized by noncontinuous operation (see Fig. 6-1a).
Reactants are mixed together, and the reaction is allowed to proceed to
completion. Continuous-flow reactors operate on a continuous basis with
flow into and out of the reactor (see Fig. 6-1b). Continuous-flow reactors
may also be arranged sequentially to change the flow characteristics (see
Fig. 6-1c).

Batch reactors are used widely in the production of small-volume, spe-
cialty chemicals in the chemical processing industries. However, the use
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Typical reactors used in water treatment processes: (a) batch reactor; (b) continuous-flow mixed reactor; (c) continuous-flow
mixed reactors in series, also known as tanks in series; (d) rectangular channel plug flow reactor; (e) circular pipe plug flow
reactor; (f) serpentine configuration plug flow reactor; (g) packed-bed downflow reactor; (h) packed-bed upflow reactor;

and (i) expanded-bed upflow reactor. (Adapted from Tchobanoglous et al., 2003.)
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Reactors
Characterized
by Hydraulic
Characteristics

Table 6-1
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of batch reactors in water treatment applications is generally restricted
to laboratory-scale investigations and chemical coagulant preparation.
Continuous-flow reactors are used most commonly in full-scale water treat-
ment plants because of the large volumes of water processed.

Reactors used for carrying out reactions can be characterized as ideal or
nonideal, according to the nature of the hydraulic and mixing condi-
tions. In nonideal reactors, the hydraulic and mixing conditions tend to
be complex (e.g., the mixing conditions in Lake Superior or a chlorine
contact chamber). Ideal reactors are assumed to have uniform mixing
and hydraulic conditions, depending on the specific reactor configuration.
Common reactor configurations include (1) completely mixed batch reac-
tors (CMBRs), (2) completely mixed flow reactors (CMFRs), and (3) plug
flow reactors (PFRs). Reactor configurations are defined in Table 6-1 and
discussed in detail in the following sections.

Definition of reactors used in water treatment

Reactor

Ideal reactors

Nonideal reactors

Completely mixed
batch reactor (CMBR)?

Completely mixed
flow reactor (CMFR)?

Plug flow reactor
(PFR)

Definition

Reactors defined for purposes of modeling. Ideal assumptions, such as no
dispersion or diffusion, are nearly achievable under closely controlled laboratory
conditions. Definitions assume extreme fluid conditions, such as complete
mixing or no mixing of reactants or products in the direction of flow.

Mixing and/or the residence time distribution in the reactor does not meet ideal
assumptions, for example, complete mixing. Often reactors that are used in
practice are nonideal reactors.

An ideal reactor in which no reactants or products flow into or out of the reactor.
Complete mixing occurs instantaneously and uniformly throughout the reactor,
and the reaction rate proceeds at the identical rate everywhere in the reactor.

An ideal reactor in which reactants and products flow into and out of the reactor.
Complete mixing occurs instantaneously and uniformly throughout the reactor.
The reaction rate proceeds at the identical rate everywhere in the reactor, and
the concentrations throughout the reactor are the same as the effluent
concentration.

An ideal reactor in which fluid moves through the reactor as a plug and the fluid
does not mix with fluid elements in front of or behind it. As a result, the reaction
rate and concentrations of the reactants decrease as the fluid moves down the
PFR. (Except for zero-order reactions) The composition at any travel time down
the reactor is identical to the composition in the CMBR after the same period of
time has passed.

2A CMBR may also be referred to as a batch reactor.
bA CMFR may also be referred to as a complete-mix reactor (CMR), continuous stirred-tank reactor (CSTR), constant-flow
stirred-tank reactor (CFSTR), or backmix reactor.
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Reactors may be classified according to the type of water treatment process
to be carried out. Many reactions of importance in water treatment are
heterogeneous because they consist of reactions occurring in more than
one phase, so-called multiphase reactions. For example, ozone gas is some-
times mixed with water to achieve the transformation of some undesired
constituent (e.g., oxidation of manganese or inactivation of pathogens).
In other cases, a solid precipitate is formed that may be removed by
sedimentation or filtration.

Various types of reactors are used to carry out multiphase reactions.
Some reactors are used to mix reactants and to provide high contact
areas between water and gas. Others are used for reactions that occur on
or within the solid phase and some are used for precipitation reactions.
Various multiphase reaction processes, the type of reactors used, and
specific examples of the multiphase reactions used in water treatment
processes are listed in Table 6-2.

REACTORS USED FOR MIXING
In reactors used for the mixing of reactants, the mixing can be either
intense or slow depending upon the reactions desired. In the mixing of
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Reactors
Characterized
by Unit Process

Table 6-2
Examples of reactors used in water treatment
Process Reactor Type Examples
Oxidation Stirred tanks, tanks in series, diffused Oxidation of iron, oxidation of
gas contactors, Venturi reactor manganese, dechlorination by SO,,
ozone reactions
Disinfection Tanks with serpentine baffling, long Chlorination, ozonation, chlorine dioxide,
channels, diffused gas contactors, pipes chloramination
Coagulation Stirred tanks in series, sludge blanket Removal of particulates and NOM using
and flocculation reactors AI(llN) or Fe(lll), removal of As(V)
Lime softening Stirred tanks in series, recycle reactors, Removal of hardness
sludge blanket reactors, upflow fluidized
beds
Air stripping Packed tower, diffused gas contactors VOC removal, CO, removal
Adsorption Fixed-bed reactor, stirred tanks in series SOC removal, taste and odor control
lon exchange Fixed-bed reactor, stirred tanks in series Removal of hardness, nitrate,
perchlorate, barium, NOM, etc.
Filtration Fixed bed Particulate removal, turbidity removal,

microbial removal, assimiable organic

carbon (AOC) removal

Membranes Fixed bed Particulate removal, microbial removal
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coagulants, intense mixing is desirable to disperse the reactants quickly.
Flocculation, on the other hand, requires moderate agitation to increase the
rate of particle collision and formation of large aggregate particles. Venturi
reactors are in-line mixers with a section of the pipe that is restricted to a
throat section, where chemicals are applied. Mixing occurs in a turbulent
region following the throat section. Venturi-type reactors are often used for
injection of chlorine, carbon dioxide, and other soluble gases into water.
Static mixers and pumped flash mixers are useful for rapid mixing of coagulants
and polymers with large volumes of water. Various types of mixing devices
are discussed further in Sec. 6-10.

REACTORS USED FOR CONTACT TIME

Reactors designed for a specified detention or reaction time are commonly
known as plug flow reactors and are not subject to backmixing. For example,
the disinfection of water is typically carried out by the exposure of the water
to the disinfectant of interest for a specified duration of time. Sedimentation
processes also require time for particles to fall out of solution. For reactions
of this nature, where holding time is important, reactors may be designed
as long, narrow channels (see Fig. 6-1d), long pipe or tubular vessels (see
Fig. 6-1e), or a series of long channels (see Fig. 6-1f).

REACTORS USED FOR CONTACT BETWEEN WATER AND GAS

Packed columns consist of a cylindrical column containing appropriate
packing materials that provide high interfacial areas between water and
a gas, usually air. Packed columns are used for stripping of undesirable
gases or volatile organic compounds (VOCs) from water. Two-phase flow
in packed towers is typically countercurrent, with liquid entering at the top
of the reactor and air forced in the bottom of the reactor (see Fig. 6-1g). As
the liquid flows over the packing, a thin liquid film is produced and volatile
compounds and gases are transferred into the gas phase. Other reactors
used to contact water and gases include bubble tanks, where a gas is bubbled
into the water in tanks, and spray towers, where water is sprayed into the air,
used primarily for removal of volatile materials. Air—liquid contactors are
discussed in Chap. 14.

REACTORS USED FOR REACTIONS OCCURRING ON OR WITHIN SOLID PHASE

In adsorption (see Chap. 15) and ion exchange (see Chap. 16), the
reaction occurs on or within the solid phase of the adsorbent (e.g., activated
carbon) or ion exchange resin, respectively. Reactors for adsorption and
ion exchange may consist of a fixed bed (i.e., packed bed; see Fig. 6-1h
without airflow) or a fluidized bed (i.e., the packing media is suspended
in the reactor; see Fig. 6-1i without airflow). Filters (covered in Chap. 11)
and membranes (covered in Chap. 12) can be used in a reactor to retain
reactants and reaction products that must be removed from the water.
Combined unit processes may also be occurring in a single reactor; for
example, hybrid membrane adsorption reactors are used in water treatment
processes (powdered activated carbon addition before ultrafiltration).
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REACTORS WITH RECYCLE USED FOR PRECIPITATION REACTIONS

Recycle reactors operate with a portion of the flow returned to the reactor
inlet. Such reactors are used principally for precipitation reactions in which
a portion of the precipitated solids is recycled to accelerate the rate of
precipitation as in softening.

Open- and closed-reactor terminology is used to describe the entrance and
exit conditions when dispersion (longitudinal mixing caused by fluid tur-
bulence) and molecular diffusion (see discussion in Sec. 6-7) are important
reactant/product transport mechanisms. A reactor is classified as an open
reactor when either dispersion or diffusion contributes to solute fluxes into
and out of the reactor. An example of an open reactor is groundwater with
a contaminant plume that moves with the bulk groundwater flow but also by
diffusion. In such situations, the contaminants may be found upstream of
the groundwater flow direction. Reactors in which neither dispersion nor
diffusion contributes to solute flux into or out of the reactor are classified
as closed reactors. Most reactors used in water treatment are closed reactors
because reactants and products are typically conveyed into or out of basins
by pipes and weirs and no backmixing can occur at the entrance or exit.

6-2 Mass Balance Analysis

The quantitative description of a water treatment process begins with
an accounting of all materials that enter, leave, accumulate in, or are
transformed within the boundaries of a system. The basis for this accounting
procedure, known as a mass balance, is the law of conservation of mass, which
accounts for changes in any component due to fluid flow, mass transfer,
or chemical transformations. The materials involved in a system, the scale
and system chosen to write a mass balance, and the general mass balance
analysis are introduced in this section.

A constituent that passes through a processing system without reacting
in the reactor and remains unchanged in total mass (but not perhaps
in concentration) is known as a conservative constituent. Constituents that
undergo reaction, are transformed, or accumulate within the reactor dur-
ing processing, resulting in less mass exiting with the reactor effluent than
entered, are known as nonconservative constituents. For example, the chlo-
ride ion will pass through a water filtration plant unchanged because this
inorganic ion does not adsorb on particulate matter or undergo biological
transformations. Thus, the chloride ion acts as a conservative constituent.
On the other hand, the ferrous ion, an ion often found in ground and sur-
face waters, undergoes oxidation and hydrolysis in the presence of oxygen
or other oxidizing agents, leading to the formation and sedimentation of
an insoluble precipitate at appropriate chemical conditions. Therefore, a
ferrous ion is a nonconservative constituent.
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Figure 6-2

Definition sketch for a materials balance analysis of a
completely mixed continuous-flow reactor (CMFR). o _____ |
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Accounting for the fate of a constituent in a water treatment plant or in
an individual treatment process can be approached from various levels.
While not commonly used in engineering design, the time and spatial
variations of a constituent may be predicted based on forces operating at
the ionic or molecular level. At the opposite extreme, it is possible to ignore
all molecular interactions as well as the internal details of the system or
unit and assume no local gradients of mass or temperature exist. The loss
of mechanistic insight with this approach may still be correct, depending
on what design issue is being investigated. Moreover, simpler approaches
have the benefit of requiring much less complex mathematical analysis.
Design based on mechanistic considerations is a desirable goal, but the
complexity and uncertainty of the processes involved make mechanistic
design unattainable in many cases, requiring the use of simplified but often
still reasonable approaches. For example, if the amount of sludge that is
generated by a coagulation/flocculation process is to be determined, then
an overall mass balance on the process will be adequate. On the other hand,
if the flocculator is to be designed for particle agglomeration and breakup
on the microscale, then fluid velocity gradients in the flocculator on which
microscale mixing occurs must be considered.

Two concepts needed to write a mass balance on a reactor include correct
drawing of the system boundary and the choice of a time interval over which
to write the mass balance. The system boundary is used to identify all of the
material flows into and out of the system. The guiding principle in choosing
the system is to have a uniform concentration (i.e., intensive properties
such as concentration, temperature, and pressure are assumed isotropic) so
that the kinetic expression can be evaluated at one concentration within the
system. The actual volume in which change is occurring is often referred
to as the control volume, and the control volume should be chosen so the
mass flux (in and out) across the boundaries can be easily determined.
A definition sketch of a control volume for a compeletly mixed reactor with
inflow and outflow is shown on Fig. 6-2. For any control volume, a materials
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balance can be expressed as

Mass of constituent entering system
— mass of constituent leaving system
— mass of constituent disappearing + mass of constituent (6-1)
appearing within system due to reaction
= mass of constituent accumulation in system

The simplified word statement for the mass balance expression shown in
Eq. 6-1 is written as

In — out — loss 4 generation = accumulation (6-2)

Mass may be transported across system boundaries by bulk fluid flow
(advection) or by molecular diffusion or turbulent mixing (dispersion).
The distinction between molecular diffusion and dispersion is described in
detail in Sec. 6-7. Transformations or losses may occur because of chemical
reactions and mass transfer between phases within the system boundaries.
The spatial and temporal variation of the concentration of conservative and
nonconservative constituents, depending on the scale of'its application, can
be determined using Eq. 6-1.

A mass balance on a single reaction only needs to be written for one
component. The concentrations and pressures of the other components can
be determined from the stoichiometry of the reaction, as shown previously
in Chap. 5.

6-3 Hydraulic Characteristics of Ideal Reactors

Ideal reactors provide the basic conceptual foundation upon which an
understanding of real reactors can be built. On the laboratory bench, with
carefully managed conditions, reactors can be made to provide nearly ideal
performance. For many processes, pilot-scale systems often come close to
ideal performance as well. These ideal systems can be used to provide
useful estimates of the performance of even the largest scale systems. Thus,
a thorough understanding of the behavior of ideal reactors, including the
necessary assumptions, is essential to testing and modeling full-scale process
performance.

When considering an ideal CMBR, the following assumptions are made:
(1) the contents of the tank are completely uniform with no density
gradients or dead space, (2) the probability of a particle of water being
in any one part of the tank at any time is the same, (3) the temperature
is uniform throughout the reactor, and (4) any chemical added to the
contents is instantly and uniformly distributed throughout the reactor.
A diagram sketch of the CMBR is shown on Fig. 6-3a.

The assumptions made when modeling a CMFR are similar to those made
for the CMBR, namely (1) the contents of the tank are completely uniform
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Tank contents are
completely mixed
(a)
Inflow —— +— Outflow
Tank contents are — |
completely mixed
Concentration of chemical
in mixing tank equal to
effluent concentration
(b)
t=0 t=1/2 t=1
Figure 6-3 . R .
Concept diagrams for three ideal reactors: insﬂtsv?, :.@ :t ;E.: g&?ﬁow
(a) completely mixed batch reactor, (b) completely

mixed continuous-flow reactor, and (c) plug flow

reactor.

with no density gradients or dead space, (2) the probability of a particle
of water being in any part of the tank at any time is the same, (3) the
temperature is uniform throughout the reactor, and (4) any chemical
added to the contents is instantly and uniformly distributed throughout
the reactor. Because of the first assumption of complete mixing, it is also
assumed that the effluent of a CMFR has precisely the same composition as
the contents. A diagram sketch of the CMFR is shown on Fig. 6-3b.

There are two important differences between the assumptions of the
CMBR and the CMFR when reactions are occurring in the reactor: (1) In
the CMBR all the reactants are in the reactor for the same residence time,
whereas in the CMFR the reactants are in the reactor for a variety of
residence times; and (2) in the CMBR the concentration of the reactants
changes with time as the reaction takes place, whereas in the CMFR the
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concentration of all the reactants is the same throughout the reactor all the
time (once the reactor has reached steady state).

The water traversing an ideal PFR flows uniformly without mixing with the
water in front of or behind it in the reactor. The plug flow concept can also
be described as flow consisting of a series of plugs with the same diameter
as the inside diameter of the reactor. Each time a new plug is introduced in
one end of the reactor, another plug of the same size must exit the other
end. If the plugs are introduced at a constant rate, then each plug is in the
reactor for the same amount of time. Thus, the performance of a PFR is,
by definition, precisely the same as the performance of a CMBR that has
operated for the same period of time as the residence time of a PFR.

It is common for practitioners to conduct a bench-scale, batch exper-
iment and then assume the same result will be obtained for the same
conditions (e.g., chemical dosing, mixing intensity) and the same contact
time in a full-scale continuous PFR facility, known as the plug flow assump-
tion. The jar test, used to determine the optimum coagulant chemical dose,
is an example of a bench-scale experiment. Reactors can be designed to
operate as near-ideal PFRs; however, in many cases the performance is not
ideal. Because of the desirable characteristics of the PFR for water treat-
ment operations, it is important to understand what can be done to make a
design approach plug flow and know when the plug flow assumption is erro-
neous. In addition, it is necessary to be able to estimate the performance of
PFRs under nonideal conditions. A sketch of ideal flow in a PFR is shown
on Fig. 6-3c.

A tracer is a conservative chemical that is used to assess the flow conditions
through a reactor. To compare the hydraulic performance of a continuous-
flow reactor to the ideal model, a tracer is introduced into the reactor’s
influent, and its concentration is then observed in the reactor’s effluent.
Three techniques are used: (1) the instantaneous addition of a pulse or
slug of tracer in the influent followed by observation of the same pulse
as it exits the reactor, (2) the addition of the tracer at a steady rate
followed by observation until the effluent of the reactor equals the influent
concentration, or (3) the addition of a tracer at a steady rate until the
effluent concentration equals the influent concentration, then a cessation
of the tracer feed followed by continued observation until no tracer is found
in the effluent. All three tracer addition methods yield information about
the exit age distribution, the cumulative exit distribution, and the internal
age distribution, respectively. Conducting tracer studies is discussed in
greater depth in Sec. 6-6.

The tracer curves that occur from the addition of the same pulse input
to both a PFR and a CMFR are illustrated on Fig. 6-4. A pulse that passes
through the PFR has exactly the same shape it had initially and with a
detention time T = V/Q (volume/flow rate) after the tracer is added.
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Tracer curves from ideal reactors: (a) plug flow reactor and (b) completely mixed flow reactor.

The tracer curve for a pulse input to a CMFR has a significantly different
shape from that obtained for a PFR. The effluent tracer concentration
from a CMFR instantly reaches a maximum as the tracer is uniformly
distributed throughout the reactor and then gradually dissipates in an
exponential manner as the tracer material leaves the effluent. The shape
of the tracer curve is exponential because, as the tracer leaves the reactor,
the concentration of the tracer is reduced, which in turn reduces the rate
at which the tracer mass leaves the reactor. A mass balance analysis for a
nonreactive substance (generation term is zero) can be used to determine
the characteristics of a pulse tracer (in term is zero) in a CMFR:

In — out 4 generation = accumulation

dc (6-3)
0-QC+0= VE

where Q = flow rate through reactor, L/s
V = reactor volume, L
C = effluent concentration of tracer at time ¢, mg/L
{ = time since slug of tracer was added to reactor, s

Equation 6-3 can be rearranged to obtain the expression

ac
_gdt: —

v C (6-4)
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At t =07 (time immediately after tracer is added), the tracer slug has
entered the reactor and is uniformly dispersed within the CMFR. Conse-
quently, Eq. 6-4 may be integrated:

S[ren [t ©5)
o V. Jo C i

where ( = initial mass of tracer added divided by volume of reactor,

mg/L

The following expression is obtained after substitution of Tt = V/Q, the
theoretical hydraulic detention time, into Eq. 6-5:

C=Ge 'l (6-6)
where 1= V/(Q = hydraulic detention time, s

The tracer curve shown on Fig. 6-4b may be obtained using the expression
presented in Eq. 6-6.

In environmental engineering, it is common to employ a series of CMFRs to
improve the hydraulic performance of a reactor. The improved efficiency
that may be gained from CMFRs in series is discussed in Sec. 6-5. The
impact of putting a few CMFRs in series (commonly known as tanks in
series) on the tracer curve is described below. A definition sketch of CMFRs
in series is shown on Fig. 6-5. The development of the CMFRs in series
analysis is based on a constant total volume because the tank volume is an
important factor controlling capital cost, and the purpose of the exercise
is to determine if dividing that volume into several smaller compartments
will improve efficiency. Assuming that both the total reactor volume and
the mass of tracer added remain constant, the volume of each reactor is

Vr=— (6-7)
n

where Vg = volume of each reactor in series, m>

V = total volume of all reactors in series, m>

n = number of reactors in series

If the same mass of tracer is used in all tracer studies, the initial concen-
tration of the tracer would be equivalent to the concentration that would
result if the entire mass of tracer were placed in one tank having the same
volume as all of the tanks in the series:
. M
G =— (6-8)
Vr
where M = mass of tracer added, g
C; = initial concentration, mg/L (equivalent to g/m?)
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If, however, all of the tracer is added to the first reactor, the initial
concentration is given by the expression
nM

G == =nG (6-9)

The mass balance (see Eq. 6-2) for a pulse input of conservative tracer in the
first reactor in a series of n reactors incorporates the following assumptions:
(1) the generation term can be assumed to be zero because the tracer
substance is conservative (no reaction) and (2) the influent concentration
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of tracer is zero because the tracer is added as a pulse input (single event).
These assumptions result in the mass balance expression

VdC
0—QC +0=—— (6-10)
n dt

where () = effluent concentration exiting first reactor in series, mg/L

The expression shown in Eq. 6-10 can be simplified and rearranged for
integration as

(6] dc t
/ aG _ _/ Q. (6-11)
" G o V
Integrating, as shown previously in Eq. 6-5, results in the expression
C] nQ
In—=——714 6-12
e % (6-12)

Substituting n(y for Cj, the effluent concentration from the first CMFR in

a series of ideal CMFRs as a function of time is written as
L 740 [ (6-13)

where 6 = relative (normalized) detention time
Qt/V = t/1, dimensionless

For the second reactor in the series, the generation term is still zero.
The influent concentration changes with time and is equal to the effluent
concentration from the first CMFR in the series:

V dGy

QG — 06+ 0= P (6-14)

The expression from Eq. 6-14 can be simplified and rearranged as

nQ "Q
= 6-15
d . C2 (6-15)
where ( = effluent concentration exiting second reactor in series,
mg/L
Substituting Eq. 6-13 into Eq. 6-15 yields
d
7(’;2 + 2%, - "—Vanoe—("@ ) (6-16)

The integrating factor method is used to solve Eq. 6-16. The method involves
multiplying Eq. 6-16 by the integrating factor ¢("¢/V)? which results in the
expression

%g(nQ/V)ur %Qe(nQ/V)tGZ _n Q Gye= ()1 (n V)1 (617)
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The two terms on the lefthand side of Eq. 6-17 are the derivative of the
product of the functions o and exp[(nQ/V)(¢]. Combining these terms
yields

d [Gze(n’Q—/v)t] n?Q

= C 6-18
dt y 0 (6-18)

Integrating Eq. 6-18 yields the following expression for the effluent concen-
tration of tracer from the second CMFR in the series after some algebraic
manipulation:

2
G _ Qi) () (6-19)
Go Vv
Using the same approach as shown above, the effluent concentration for
any number of reactors in series can be obtained. The corresponding
effluent concentration expression for the third and fourth CMFRs in series
is given by Egs. 6-20 and 6-21, respectively:

G nm®)?®
_——= e 6‘20
G- 2 (6-20)
C 0)°
G _nCO (6-21)
Co 6
where (3 = effluent concentration exiting third reactor in series,
mg/L
C4 = effluent concentration exiting fourth reactor in series,
mg/L

The tracer curves from one, two, three, and four CMFRs in series, with each
reactor series having an equivalent volume, are shown on Fig. 6-6. The tracer
curve changes dramatically as the number of CMFRs increases. In addition,
the use of CMFRs in series can also result in significant improvements in
reactor performance, as discussed in the following sections.

ESD 1.0 ‘
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Tracer curves from one, two, three, and four CMFRs in series. Each

series has the same total reactor volume and the same total mass of

tracer added at the start.

Relative (normalized) hydraulic
detention time, t/t, 6
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6-4 Modeling Reactions in Completely Mixed Batch Reactors

The CMBR is the ideal reactor most widely used in the laboratory to
gather and understand reaction data. The contents of the CMBR are mixed
completely and the concentration is uniform throughout the reactor, as
shown on Fig. 6-3a. The focus of this section is on modeling the reactions
that occur in a CMBR.

For the system shown on Fig. 6-7, a boundary can be drawn around the
system (see dashed line) and a mass balance can be written that accounts for
the mass entering, leaving, reacting, or accumulating within that boundary
during the time period from ¢ to t + At:

O_O+AtTV: N|t+Al‘_N|t (6‘22)

where V = reactor volume, L
At = time interval, s
N|;+a; = amount of reactant in reactor evaluated at ¢ + A¢, mol
N|; = amount of reactant in reactor evaluated at ¢, mol

r = average reaction rate during interval from ¢ to ¢ + At,
mol/L -s

If Eq. 6-22 is rearranged and the limit as A¢ approaches 0 is taken, the
following general expression is obtained for a CMBR:

. Nlgar— NI, dN
V=1 —_— == 6-23
v () -G o2
Writing Eq. 6-23 in terms of concentrations yields
1dCv dC 1CdV
=—=—= = (6-24)

r= = — 4+ ——
Vo odt .V dt
where C = concentration of reactant in CMBR, mol/L
N = amount of reactant in reactor, mol

1
1 volume, v  Figure 6-7

{ = time, s
Mixer
[
1 = .
: MWI\J 1
! I
! 1
1
! P > System
. 1 boundary
1
1
: \ Control
1
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For a constant volume CMBR, Eq. 6-24 becomes

dC
= — 6-25
r=— (6-25)
As shown in Eq. 6-25, C is a function of time. Equations 6-24 and 6-25 are
valid regardless of the order of the reaction.

If the progress of a reaction is observed while it takes place in a CMBR,
common Kkinetic rate expressions can be evaluated to determine the cor-
relation between the data and the reaction kinetics. If the reaction is first
order, Eq. 6-25 may be written as

dac

r=—kC=—
di

(6-26)

where k= first-order rate constant, s~

_ Integrating the expression shown in Eq. 6-26 yields
y intercept = In(Cy) c
~ _ —kt
(a) % Slope = k G ‘ (6-27)
- where (y = initial concentration, mol/L
Taking the natural logarithm of both sides, the following
relationship is obtained:
) © Siopo =k In (C) —In (Gy) = —kt (6-28)
i For a first-order reaction, a plot of In(C) as a function of
yintercept = 1/C, £, as shown in Eq. 6-28, will result in a linear relationship.
_ Such a plot is illustrated on Fig. 6-8a. The slope of the line
y intercept = Co in the plot is equal to the first-order rate constant k and
the intercept is equal to In((p).

(@ © Slope = k Similar, straightforward graphical solutions can be
demonstrated for reactions of zero order (Fig. 6-8c) and
second order (Fig. 6-8b). Analytical solutions for all these

Time, reaction orders as well as for nth-order reactions are

Figure 6-8 shown in Table 6-3. There is no linear graphical solution

Graphical display of (a) first,
and (c) zero-order reactions.

Half-Life Concept
for Irreversible
Reactions

(b) second-, for an nth-order reaction, but a spreadsheet can be used
to determine which reaction order results in the best fit.

A widely used parameter to compare reaction rates is the half-life, the time
within which half of the initial concentration of a reactant has disappeared,
that is, C/Cy = 0.5. For first-order, irreversible reactions, the half-life is
obtained by rearrangement of Eq. 6-28 as follows:

In (5Go) —In (Gy) = —kt1o (6-29)
Equation 6-29 can also be written as
In(2 0.693
by = 1208 (6-30)

k k
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Example 6-1 Determination of reaction rate constant
for decomposition of ozone

In laboratory experiments, ozone was added to a beaker (batch) of water and
the concentration of ozone remaining was measured periodically. The ini-
tial concentration of ozone, Cy, was 5 mg/L for all experiments. The frac-
tion of ozone remaining in the water at pH values of 7.6, 8.5, and 9.2 are
presented in the following table (from Stumm, 1956):

Ozone Concentration, C (mg/L)
Time, min pH=7.6 pH = 8.5 pH=9.2

0 5 5 5
1 4.95 — 4.25
2.3 — 4.15 —
5.5 = = 2.1
6.8 4.55 — —
7.4 — 3.05 —
8.9 — 2.75 —
9 4.35 = 1.1
14.3 — 2 —
18 3.7 = —

Determine the reaction order and reaction rate constant for the decompo-
sition of ozone in water at three pH values (7.6, 8.5, and 9.2), considering
zero-, first-, and second-order reactions.

Solution

1. Determine the order of the reaction by plotting various concentration
quantities as a function of time.
a. Construct a computation table for the values to be plotted.

(o] In(C) 1/C

Time, pH= pH= pH= pH= pH= pH= pH= pH= pH=
min 7.6 8.5 9.2 7.6 8.5 9.2 7.6 8.5 9.2

0 5 o) 5 161 161 161 020 0.20 0.20
1 4.95 — 425 1.60 — 145 0.20 — 0.24
2.3 — 4.15 — — 1.42 — — 0.24 —
5.9 = = 2.1 = = 0.74 = = 0.48
6.8 4.55 — — 1.52 — — 0.22 — —
7.4 3.05 — — 1.12 — — 0.33 —
8.9 = 2.75 = = 1.01 = = 0.36 =
9 4.35 = 1.1 1.47 = 0.10 0.23 = 0.91
14.3 — 2 — — 0.69 — — 0.50 —
18 3.7 = = 1.31 — — 0.27 — —
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b. For a zero-order reaction, a plot of concentration C as a function

of time t is shown in panel (a) of the figure below.

c. For afirst-order reaction, a plot of the natural log of concentration,

In(C), as a function of time t is shown in panel (b) below.

d. For a second-order reaction, a plot of inverse concentration 1/C

as a function of time t is shown in panel (c) below.

6 2
1.5
S
£
0.5
0
Time, min
(b)
2 T T
y=1.6188 —
.01677
1-5: 0.016776x pH=7.6.
& y=1.5879 -
= 1f 0.063512x
= pH = 8.5
0.5
O | | | 0 |
0 5 10 15 20 0 5 10 15 20
Time, min Time, min
(c) (d)

Because the plot constructed in panel (b) results in a linear rela-
tionship, ozone decomposition in water can be described using
first-order kinetics.

2. Determine the reaction rate constants for each pH value. The reaction

rate constant is determined by finding the slope of the bestit line
for the data. As shown in panel (d) above, the first-order reaction
rate constants for the decomposition of ozone in water are 0.0168,
0.0635, and 0.167 min—! for water with pH values of 7.6, 8.5, and
9.2, respectively.
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Table 6-3
Solutions to reactions with different orders
Reaction Rate
Order Expression Solution?
Zero order r=—k= %'\ C=Cy—kt
First order r=—kC= %" C = CyeH
_ 2 dC 1 1
Second order r=—kC° = o c= C_o + kt
— k" _ dC _ —n+lf . C&"H
nth order r=—kC'=—& C= (=n+1) kt+_n+1
(n=0,n#1)
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Units for
Rate Constant

mol/L - s
-1

L/mol - s

(L/mol)" - s~1

aFor reactions in a PFR, the reaction time t is replaced by the hydraulic detention time t(x = V/Q) in the solution equation.

Through a similar exercise, the half-life for a second-order irreversible
reaction can be determined from the second-order rate expression solution
given in Table 6-3. The half-life is inversely proportional to both the rate
constant and the initial reactant concentration:

1

kCo

Rate constants for common first-order reactions used in water treatment
applications are listed in Table 6-4. Additional reaction rate constants can
be found in compendiums in the literature (e.g., Hoffmann, 1981; Hoigne
and Bader, 1983; Pankow and Morgan, 1981; Stumm and Morgan, 1996).
The relationship between the halflife and the rate constant for first- and
second-order reactions is illustrated on Fig. 6-9. Note that, where second-
order reactions are concerned, the initial reactant concentration must be
considered as well as the second-order rate constant.

e = (6-31)

Table 6-4
Selected first-order rate constants for reactions common to water treatment
Conditions of Rate

Reaction Measurement Constant, s—1
Cly(aq) + HoO — HOCI +H™ + CI~ 20°C 11
S0O,(aq) + H,0 — HOSO5™ + H™ 20°C 3.4 x 106
COz(aq) + Hy0 — HCO5™ + H* 20°C 0.02
Al(H,0)>* — [AIH0)50H* + H* 25°C, pH 4 4.2 x 104

Reference

Eigen and Kustin (1962)
Eigen et al. (1961)

Kern (1960)

Holmes et al. (1968)
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second-order reactions in water treatment

(Co = initial concentration in reactor). Rate constant

First-order reactions with rate constants greater than 1 s~! are charac-
terized as fast reactions. For example, the hydrolysis of chlorine in water
has a first-order rate constant of 11 s~ at 20°C (Eigen and Kustin, 1962).
The reaction has a {1,2 of 0.06 s and is essentially complete (99 percent
conversion) in less than 0.5 s at a pH greater than 5. When the initial
concentration is 10~ mol/L or greater and the rate constant is greater
than 10% L/mols, second-order reactions are also considered fast.

6-5 Modeling Reactions in Ideal Continuous-Flow Reactors

Models for ideal, continuous-flow reactors are useful for gaining an under-
standing of the behavior of reactors that are used in full-scale systems. The
models for these systems are constructed easily and often provide practi-
cal estimates of full-scale behavior. The progress of reactions in CMFRs
and PFRs with and without recycle are analyzed in this section. Although
CFMRs in series will also be considered, combinations of CFMRs and PFRs
will not be discussed. The student may want to seek other resources (Fogler,
1999; Levenspiel, 1998) to examine these questions, which can also have
practical value.

Completely Mixed Four assumptions are made when considering an ideal CMFR (Sec. 6-3),

Flow Reactor and because of the assumption that the contents are mixed completely, it
follows that the effluent has precisely the same composition as the reactor
contents. Therefore, the rate of reaction in a CMFR proceeds according
to the effluent concentration, resulting in the need for a larger reactor
volume as compared to PFRs.

CMFR MASS BALANCE
Design of a CMFR is typically based on steady-state conditions, meaning the
effluent concentration does not change with respect to time, there is no
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accumulation, and reactor volume and flow rate are constant. Mathemati-
cally, this mass balance may be written as

QG -0+ Vrlc=0 (6-32)

where  (p = influent concentration, which may be a function of time,
mg/L
Q = flow rate, L/s
C = effluent concentration, mg/L
r|¢ = reaction rate in reactor at effluent concentration C, mg/L s
V = reactor volume, L.

In Eq. 6-32, the value of 7| will be less than zero if the component of
interest is consumed by the reaction; the value of r|¢ will be greater than
zero if the component of interest is produced by the reaction.

Dividing Eq. 6-32 by Q results in the expression

O:G)—C+gr|C:C0—C+w|C (6-33)

where 1t = hydraulic detention time, which is equal to V/Q,s.

The hydraulic detention time or the volume of the reactor needed can
be estimated if the chemical kinetics, treatment objective (effluent con-
centration), influent concentration, and flow rate are known, as follows:

= Q-¢ (6-34)
—7rle
V= Q&G -0 (6-35)
—rlc

The specific form that is taken by these equations depends on the rate of
the reaction. The reaction rate takes different forms for zero-, first-, and
second-order reactions, as shown in Table 6-3. Putting Eqs. 6-34 and 6-35
in proper form for these three reaction rates, the following expressions for
determining the hydraulic detention time T and volume V are obtained:

=& ; C oy w (zero order) (6-36)

T= M V= M (first order) (6-37)
kC kC

T= % V= % (second order) (6-38)

where k = reaction rate constant (see Table 6-3 for units)

EXPRESSION OF CONCENTRATION IN TERMS OF REMOVAL
In many drinking water treatment operations, the focus is on removal
of contaminants, so it is often relevant to determine the amount of
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Example 6-2 Effluent concentration from a CMFR

A CMFR has an influent concentration of 200 mg/L and a first-order reaction
rate constant of 4 d—1. Assuming steady-state conditions, calculate the
effluent concentration for a hydraulic detention time of 12 h. Calculate the
required hydraulic detention time for an effluent concentration of 10 mg/L.

Solution

1. Determine the effluent concentration by rearranging Eq. 6-37. For
steady state, the following result is obtained:
c— Co  200mg/L
14tk 1+(4/d)0.54d)
2. Determine the detention time using Eq. 6-37. The required hydraulic
detention is given by the expression

._Co—C _(200-10mg/L _ 190 mg/L

=66.6 mg/L

K& ~ @/diomgl ~40mgL-d_ >¢
contaminant removal, that is, c
Removal = R =1 — C:) (6-39)

Each of the equations for detention time given above (Egs. 6-36, 6-37,
and 6-38) can be rearranged so that (1) the amount of contaminant
removal for a reactor with a given detention time may be determined
and (2) the detention time necessary for a specified degree of removal
may be determined. For example, rearranging Eq. 6-36, the removal for a
zero-order reaction may be defined as

C Tk
l1-—=R=— (6-40)
G G

CMFR TANKS-IN-SERIES ANALYSIS

Treatment processes are frequently staged to meet treatment objectives
(e.g., ozonation may be carried out in three or four consecutive stages).
Staged treatment processes may be analyzed as tanks in series by building
upon Eq. 6-32 developed for a single CMFR. The following analysis of CMFR
in series is for first-order reactions, which are frequently encountered in
water treatment engineering. The first step is to write Eq. 6-32 in terms of
a rate law, instead of a reaction rate, and to include the number of equally
sized tanks. The following expression is obtained for a first-order reaction
for the first tank in a series of CMFRs.

0=Co— G — %chl (6-41)
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where C; = effluent concentration of first CMFR, mg/L
n = number of CMFRs
k = firstorder reaction rate constant, s~!

Rearranging Eq. 6-41 yields an expression to solve for Ci:
_ G

1+ (V/nQ)k
Following the same steps, the expression for the effluent concentration of
the second CMFR, (%, can be obtained:

G (6-42)

G
= 6-43
G 14+ (V/nQ)k ( )
Substituting the equation for Ci, Eq. 6-42, into Eq. 6-43 yields the expression
Go Co (6-44)

T L+ (V/nQ) k)2
A general expression for the effluent concentration of the nth equally sized
CMFR, when the influent concentration is known, may be expressed as

_ G
L+ (V/nQ) k"
The total volume required for » CMFRs in series may be determined by
rearranging Eq. 6-45 as follows:

Sl

UNSTEADY-STATE ANALYSIS

Reactors of concern in water treatment engineering typically operate at
steady-state conditions. However, there are times that it is important to
analyze reactors operating under unsteady-state conditions, such as when
a reactor is first brought online. The unsteady-state analysis begins with a
mass balance equation, which is written for a first-order reaction assuming
constant volume and using detention time, T = V/Q, as follows:

dc
‘CE= (Co— C) —t(kC) = Gy — C(1 + k) (6-47)
The integral form of the mass balance analysis shown in Eq. 6-47 is

expressed as

(6-45)

n

C dc t
B _/ dt (6-48)
C(’)k CO — C(l + kT) T Jo

where Cg = initial concentration in reactor at time zero, mg/L

Performing the integration of the unsteady-state mass balance results in the

expression
—< ! )m[co_c(l““)}:f (6-49)
14kt Co — Gy (1 + k) T
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Solving Eq. 6-49 for C results in the final form of the unsteady-state mass
balance:

Co Go - _
C = _ (14+k1)t/ C* (14+k1)t/ 6-50
(l+kt> [<1+kt>e T (Goe ) (650)

The first term in Eq. 6-50 corresponds to the steady-state condition, and
as t — 00, the second and third terms in Eq. 6-50 will drop out, indicating
that the system has reached steady state.

TIME REQUIRED TO ACHIEVE STEADY STATE

When a process is brought online, it may be important to determine
how long it will take for the process to achieve steady state. For instance,
when bringing an ozone contactor online, it is important to know how
long it will take for the effluent quality to meet treatment goals. To
determine the time required to achieve steady state, the case of a first-order
reaction is addressed. The initial concentration in the reactor ((j) is set
equal to the influent concentration ((y) in Eq. 6-48 and the expression is
integrated. The final form of the unsteady-state mass balance for this special
condition is

CO k.ccoe—(l+kt)t/t

C =
1+ ke 1+ kt

(6-51)

Equation 6-51 may now be simplified by dividing by () and considering
time as a fraction or multiple of the theoretical detention time, ¢/t. The
term ¢/7, also known as normalized time, is used to allow comparison of
reactors with different hydraulic detention times:

C 1 k.w—(l+kt)(t/t)
N +
G 1+ kt 1+ kt

As shown in Eq. 6-52, kt, which is the Damkohler number, is used to
determine the dimensionless steady-state concentration and the profile of
dimensionless concentration versus time.

In theory, it takes an infinite amount of time to achieve steady state;
however, a reasonable steady state can generally be achieved within several
detention times. To estimate an acceptable time, the following operational
definition of steady state is introduced:

¢ G

— — 2= <0.01 (6-53)
G G

where C = steady-state concentration, mg/L

(6-52)

Substituting for Cy /Gy = 1/(1 + k1) and rearranging Eq. 6-53 yields the

expression
C 1
— <0.01+
Gy 1+ ket

(6-54)



6-5 Modeling Reactions in Ideal Continuous-Flow Reactors

The expression shown in Eq. 6-62 may be substituted for C/Cy and Eq. 6-54
is rearranged to solve for time to steady state:

1 k.ce—(1+kt)(t/t)
<0.01 6-bb
1+k‘l:+ 1+ k&t - +1+k‘|: ( )
The resulting expression for time to reach steady state is
t 1 100 (%
s | L000k0) (6-56)
T 1+ kt 1+ kt

Based on the criterion developed in Eq. 6-53, operation times greater than
those estimated using Eq. 6-56 will be adequate to achieve steady state.
Using the expression for first-order reactions shown in Eq. 6-37, the term
kt can be substituted into Eq. 6-56, resulting in the equation

L [100 (1 _ Cﬁ)} (6-57)
T G Go

To plot all possible scenarios, all possible Damkohler numbers need to be
examined, which can be accomplished by plotting the number of hydraulic
detention times that are required to achieve steady state as a function of the
reduced steady-state concentration. As shown on Fig. 6-10, approximately
2.5 hydraulic detention times are adequate for all of the scenarios to
achieve steady state. The time required to reach steady state for zero-order
reactions can be computed using the procedure shown above, and the

resulting equation is
t 0.01
->—-In| ———— (6-58)
T 1= G/ G

A plot of hydraulic detention time versus reduced steady-state concentration
for zero-order reaction is shown on Fig. 6-10. Approximately five hydraulic

5.0
4.5
o
—
z— 4.0 — Zero |
& " orde
o235
(0]
EE 3.0 yd
s 2.5
O o —
(Y am
8¢ / N~ First
o 15 order
g e
g 10 ~ Figure 6-10
2 .
=05 \
0.0

Percent removal, (1 — C..,/Cy)-100

315

Number of detention times, t, required to reach
steady state. For purposes of this graph, steady
0 10 20 30 40 50 60 70 80 90 100 Stateis defined as the condition when the effluent
concentration is within 1 percent of long-term
steady-state concentration.
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Plug Flow Reactor

Figure 6-11

llustration of plug flow reactor with variable cross-sectional

area.
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detention times are adequate for all of the scenarios to achieve steady state,
as shown on Fig. 6-10.

In a PFR (see Fig. 6-3¢), the fluid moves as a plug, and under perfect
flow conditions there is no mixing in the axial direction, and there are
neither velocity gradients nor concentration gradients in the direction
perpendicular to flow. The PFRs of interest in water treatment engineering
typically have a constant cross-sectional area (e.g., pipes, channels, or
ditches), although a PFR can have a varying cross-sectional area, such as an
irregularly shaped river (see Fig. 6-11). In general, a PFR usually requires
less reactor volume than a CMFR for an equivalent degree of removal.

PFR MASS BALANCE
There are two possible points of view in which mass balances can be written
for PFRs: (1) Eulerian and (2) Langrangian. For the Eulerian point of
view, the observer is stationary and fluid flows through the system that the
observer has chosen. For the Langrangian point of view, the observer moves
with the fluid at its velocity and the system has no flow entering or leaving it.
The concentration in a PFR is dependent upon the independent vari-
ables of volume and time, and according to the mean-value theorem, there
is at least one value of the dependent variable (C) thatis equal to the mean
value over the time and volume intervals (¢, ¢+ At) and (V,V 4+ AV),
respectively. Thus, a general mass balance on the small element AV using
the Eulerian point of view can be written as

AtQCly, — At QClysav, + rAVAL= AV[Clirany — Cliv] (6-59)

where Q = flow rate, L/s
At = elapsed time on interval { — ¢+ At, s
Cly, = average concentration in reactor evaluated at V for
interval t — ¢+ At¢, mg/L
Cly+av, = average concentration in reactor evaluated at V+ AV
for interval t — t + At¢, mg/L
r = average reaction rate on interval t — ¢+ Atin element

AV, mg/L-s
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Cli+a,v = average concentration in element AV evaluated
at ¢t + At, mg/L
C|; v = average concentration in element AV evaluated
at ¢, mg/L

Dividing Eq. 6-59 by At and AV yields the equation
_ Cligay — Clyy

C — 0C
_ QClyyavy — Q! |V,t+7_
AV At

Taking the limit as Az and AV approach zero and assuming there is no
volume change upon reaction (which is common for water treatment), the
general material balance for a PFR is obtained as

0C

0¢ L, = (6-61)
v =

As shown in Eq. 6-61, the dependent variable C changes with the indepen-
dent variables V and ¢. Consequently, one boundary condition and one
initial condition are needed to solve this equation.

(6-60)

STEADY-STATE ANALYSIS
As discussed for the CMFR, when a reactor is operated for a long enough
period of time with a constant influent concentration, it reaches steady
state, meaning the concentration profile in the reactor does not change
with time. As described in the following discussion, steady state will be
established for a PFR after one hydraulic detention time. For steady-state
operation, Eq. 6-61 may be written as
aC aC 0 6-62
ov T e T (6-62)
The general equation for describing the fate of the component of interest
in a PFR assuming steady state and constant Q is expressed as

14 c

dC

/ av =0 — (6-63)
0 G T

The final form of the general equation is obtained by switching the order

of the limits of integration (multiplying by —1):

Co
V=0 f ? (6-64)
C r

In addition to calculating the volume of the reactor, the steady-state
concentration profile in the reactor can be determined. For example,
considering a first-order irreversible reaction, the following expression can
be obtained for the concentration profile in the reactor by substituting
the rate expression r = —kCinto Eq. 6-64 and performing the integration
results in

C= Ge '™ = Ge "V (6-65)
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Example 6-3 Steady-state operation for PFR

Comparison

of Residence
Time and Volume
Required for
PFRs and CMFRs

For steady-state operation, calculate the required hydraulic detention time
for a first-order reaction occurring in a PFR. The influent concentration of Cy
is 5 mg/L and the treatment objective is C = 0.5 mg/L. The reaction rate
constant k = 0.2 min~!. Compare the detention time required for a PFR to
the time obtained for a CMFR at a flow rate of 25 L/min.

Solution

1. Determine the steady-state residence time and volume for the CMFR
using Eq. 6-37. At steady state for a CMFR, the required residence
time is estimated as

Co—-C (5—-0.5) mg/L 4.5 mg/L
KC ~ (0.2min"1)0.5 mg/L) 0-1mg/L- min
The required volume is calculated as
Vewrr = Qtemrr = (25 L/min)(45min) = 1125 L

2. Determine the steady-state residence time and volume for the PFR by
rearranging Eq. 6-65. At steady state the required residence time and
volume are as follows:

1 Coy 1 Smg/L \ .
verR = g In (f) = 02mn " (0.5 mg/L) = 11.5min

VPFR = QTPFR = (25 L/mln)(115 min) = 288 L

=45min

TCMFR =

3. Compare the PFR with the CMFR:
TCMFR = TPFR

Vowrr > Verr

For a PFR with constant influent concentration steady state is achieved after
an elapsed time equal to the hydraulic detention time because each fluid
element travels through the reactor for one detention time.

Itis important to compare the residence time and volume required for PFRs
to CMFRs to evaluate the efficiency of reactors. The results differ greatly for
irreversible reactions, as discussed below. As defined in Chap. 5, irreversible
reactions are reactions that do not proceed in the reverse direction at any
measurable rate. In such reactions the concentration of reactants decreases
with time, and the reaction rate decreases from its initial value.
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A PFR is much more efficient as compared to a CMFR for irreversible
reactions, as may be determined by comparing the rates at which the reac-
tion proceeds in a PFR versus a CMFR. In the CMFR, the rate of reaction
proceeds at a rate governed by the concentration within the reactor, which
corresponds to the effluent concentration. At the inlet of a PFR, the reac-
tion proceeds at a rate governed by the influent concentration, and the rate
declines as the fluid moves through the reactor. The final reaction rate in a
PFR is governed by the effluent concentration. Effluent concentrations as
a function of reactor volume required for PFRs and CMFRs are compared
on Fig. 6-12. For a PFR, the concentration profile illustrated on Fig. 6-12
corresponds to the concentration within the reactor, whereas the concen-
tration profile in a CMFR is a horizontal line corresponding to the effluent
concentration. For any irreversible reaction of order greater than zero, the
reaction rate will proceed at its lowest rate for the CMFR and the highest
rate for the PFR.

The equation to determine V or T for nth order (n > 0,n # 1) can be
obtained by substituting the appropriate rate expression into Eq. 6-64:

Co —n+1 G e —ntl
V= / dc Q c = g ( 0 ¢ > (6-66)
C

kC" ~ k —n+1l,  k\—n+1 —n+1

Vo1

T_Q_k<—n+1_—n+1

where V = reactor volume, L
Q = flow rate, L/s
Gy = influent concentration, mg/L

C()_ n+1 lom n+1

(6-67)

PFR and CMFR (zero order)

CMFR (first order)

PFR (first order)
I CMFR (second order)
PFR (second order)

Effluent concentration, mg/L
w
1
P

——

Figure 6-12
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““““““““ ~ Effluent concentration as function of reactor volume for PFRs
and CMFRs with zero-, first-, and second-order reactions
0 100 200 300 400 occurring. The curves were generated using a flow

Q = 26.3 L/min, rate constant k = 0.168 min~!, and initial

Reactor volume, L concentration Cy = 5 mg/L.
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Figure 6-13
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C = effluent concentration, mg/L

k = reaction rate constant, (mg/L)_"H/S
n = reaction order

T = hydraulic detention time, s

The PFR and CMFR equations are now used to represent the volume of a
CMFR divided by the volume of a PFR versus percent removal, as presented
on Fig. 6-13. As the percent removal increases, the volume required for
a CMFR compared to a PFR increases. The CMFR volume also increases
relative to a PFR as the reaction order increases.

A graphical representation of the hydraulic detention time of the CMFR
and PFR, as given by the following equations, is shown on Fig. 6-14a:

Vomrr G — C
Q D

Co

tpm = VIR / ac (6-69)
Q c r

The hydraulic detention time of a CMFR can be computed as the area of

a rectangle with a base equal to () — C and a height equal to —1/r. The

hydraulic detention time of a PFR is equal to the area under the —1/7 curve

from C to (.

It should be noted that a monotonically decreasing function for —1/7
versus Cis obtained for reaction order n greater than zero, with the decrease
being larger as n increases. Accordingly, there is a greater difference in the
volumes of a CMFR and a PFR for a second-order reaction as compared
to a firstorder reaction. There would be no difference for a zero-order
reaction; consequently, the residence times would be identical for a CMFR
and a PFR.

(6-68)

TCMFR =

Second-order reaction

40 |
30 |
First-order reaction

0 10 20 30 40 50 60 70 80 90 100

Volumetric ratio, Vomrr/ Verr
(6]
o
1

Plot of volume of CMFR divided by volume of PFR as function Percent removal, (1 — C/C,)100, %

of percent removal.
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Area bounded by Shaded area under As the number of CMFRs
rectangle proportional curve proportional to Second First in series increases, the
to hydraulic detention  hydraulic detention CMFRin CMFRin detention time approaches
time in a CMFR time of a PFR series series that of a PFR
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Figure 6-14
Comparison of detention time required for CMFR as compared to PFR: (a) for one CMFR, (b) for two CMFRs in series,
and (c) for multiple CMFRs in series.
As shown on Fig. 6-14b, the hydraulic detention time and reactor volume
are reduced for two CMFRs in series. The use of multiple CMFRs in series
can approach the efficiency of a PFR, as shown on Fig. 6-14c.
The notation for determining chemical conversion in reactors with recycle Reactors

is shown on Fig. 6-15. A portion of the throughput Q is diverted from the
reactor effluent and recycled to the influent at a rate ¢. A portion of the
solids may also be wasted from the recycle stream using a separation device
such as a clarifier.

COMPLETELY MIXED FLOW REACTORS WITH RECYCLE
A steady-state materials balance around the CMFR of volume V (see
Fig. 6-15) yields

QG — [(Q = qu)C+ ¢uCl = kCV =0 (6-70)

where  Q = flow rate, L/s
(y = influent concentration, mg/L
¢» = waste flow rate, L/s
C = effluent concentration, mg/L
k = reaction rate constant, s !
V = reactor volume, L.

with Recycle

I

! g C R=qQ |

! :

! I

! I

! Reactor Separator !

QG | v (optional) ! Q- qu Co

! I

! I

e Y ! Figure 6-15

Boundary for mass balance 9w C Notation used for materials balance for

reactor with recycle and solids separator.
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The mass balance given by Eq. 6-70 may be simplified to the expression

1
TOMFR = & <% - 1) (6-71)

where tompr = residence time for CMFR, s
k = reaction rate constant, s~

Equation 6-71 is identical to Eq. 6-34 for a CMFR with first-order kinetics.
However, the rate constant k for the heterogeneous reaction in Eq. 6-71
depends on the concentration of solids in the reactor; the reaction rate
would be higher if some solids were recycled and they catalyzed the reaction.

The steady-state materials balance for the PFR with recycle around the fluid
element dV may be written as

(Q+¢q)dC=rdV (6-72)
where ¢ = recycle flow rate, L/s

r = reaction rate, mg/L-s

Separating variables and integrating between the influent concentration
with recycle C; and C, the following equation for first-order kinetics is

obtained: 1+ R C
Treactor = (T) In <EI> (6'73)

where  Treactor = residence time for PFR with recycle, s
R = recycle ratio, g/ Q

k = reaction rate constant, s~

Cr = influent concentration with recycle, mg/L

1

An expression for the influent concentration with recycle can be derived
from the mass balance:

C
o (6-74)
Q+yq
The residence time for a PFR with recycle may be determined using the
equation
1+R G/C+R
Treactor = % ln( 1/-|—R ) (6-75)

With no recycle (R = 0), the expected design equation for an ideal PFR
is obtained. At the other extreme, with R — o0, the reactor approaches
the CMFR model. The recycle reactor is thus a model of fluid behavior
lying between the two extremes of complete mixing and no mixing. The
residence time for a given reactor, Treacior, 1S compared to Tprr on Fig. 6-16.
At the 95 percent conversion level (fraction of reactant remaining is 0.05),
100 percent recycle (PFR recycle R = 1) increases the required reactor
volume by a factor of approximately 4 (Treactor/TrFR ~ 4). For the same
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95 percent conversion level, a CMFR would need to be approximately
6 times larger than a PFR for a first-order reaction and approximately
20 times larger than a PFR for a second-order reaction. As R decreases,
a smaller reactor volume is required. Thus, a PFR recycle reactor should
be designed with an efficient solids separator to ensure minimum recycle
ratios that are consistent with the levels of solids required in the reactor.
Complete process design also requires a mass balance on solids (Ferguson
et al., 1973). As discussed for the CMFR with recycle, a PFR with solids
recycle could have a smaller reactor volume if the recycled solids catalyzed
the reaction.

6-6 Using Tracers to Characterize Hydraulic Performance
of Nonideal Reactors

Water treatment facilities include the largest continuous-flow reactors in use
today, and as the scale of continuous-flow reactors increases, their departure
from the ideal flow behavior increases. The nonideality associated with large
reactors has important implications for the treatment of drinking water
because drinking water treatment plants include the largest engineered
continuous-flow reactors in existence, far larger than most of the reactors
of interest in chemical engineering. As a result, understanding nonideality
is critical to the proper design of water treatment processes. There are two
important ways in which real continuous-flow reactors behave differently
than the ideal reactors discussed in the previous sections: (1) They exhibit
nonideal flow behavior and tracer curves that deviate from the ideal curves
shown on Fig. 6-4, and (2) the contents of nonideal reactors are not perfectly
homogeneous, that is, they are not uniformly mixed to the molecular level.
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Although much is known about the residence time distribution (RTD)
behavior of flow through different reactor types, it is difficult to design
a reactor and know the specific RTD that will result once flow passes
through it at full scale. In the long term, computational fluid dynamics
(CFD) promises to change this situation, but at the present time, if a
reactor’s application requires that its RTD be known, then tracer tests must
be conducted in the full-scale reactor to measure the RTD directly. Tracer
tests are also necessary to confirm the RTD of pilot-scale and demonstration-
scale reactors and to develop data that can be used to predict the impact
of design changes on performance. However, if the RTD is determined for
a large-scale reactor, it may be possible to determine how to modify it to
improve its performance by using baffles, turning vanes, and the like to
make it perform closer to a PFR. Conducting and evaluating tracer tests are
discussed in this section.

The basic technique used to conduct a tracer study is to introduce the
tracer at the reactor inlet and measure the response at the outlet. A
tracer is a conservative element, typically a dye or salt solution. The tracer
concentration may be measured using a spectrophotometer if a dye is
used, a conductivity meter, or specific ion measurements (e.g., flouride
or lithium) if salts are used. Application may be all at once (slug or
pulse input) or pumped continuously (step input), resulting in different
tracer output curves. When the tracer is applied through a step input, a
second tracer curve may be obtained after the tracer input is stopped by
recording the tracer disappearance, referred to as a step-down tracer study.
Effluent samples can be collected manually as grab samples at specified time
intervals or by using an autosampler coupled with a detection instrument
for automated sampling. Sampling should be performed frequently enough
so that the tracer response may be properly characterized.

The tracer curve resulting from a step or pulse input, generally a plot of
tracer concentration exiting the reactor as a function of time, is known as
the C curve, as shown on Fig. 6-17a. To standardize the analysis of tracer
curves, tracer data must be normalized in two ways: (1) with respect to the
residence time and (2) with respect to the output concentration.

NORMALIZED TIME

The theoretical hydraulic residence time T in any reactor is equal to the
reactor volume divided by the bulk flow rate. For a perfect tracer in an ideal
reactor, the mean residence time 7is equal to T (Fogler, 1999; Trussell et al.,
1979). However, reactors are not perfect, and as a result, the measured
mean residence time is always less than 1. The principal cause of this
deviation is the presence of dead spaces in the reactor (spaces that do not
mix well with the remainder of the contents) where the volume is not used.
Thus, the effective volume of the reactor is smaller than the actual volume,
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Cumulative exit age, F(0)

Results of tracer test from three CMFRs in series: (a) concentration C as function of time and (b) exit age distribution E and

cumulative exit age distribution F.

and the mean residence time is smaller than t. When chosing a tracer, care
must be taken that the tracer does not adsorb on the walls of the vessel
because adsorption can cause the mean residence time to be less than t. It
is important that 7, not t, be used in normalizing tracer curves. The mean
residence time is determined from the results of the tracer study in the

following manner:
o0
/ Ctdt
0

[ A — (6-76)

00
/ Cdt
0

where 7= mean residence time of tracer in reactor, min or s
C = concentration exiting reactor at time ¢, mg/L
{ = time since addition of tracer pulse to reactor’s entrance, min
ors

The denominator in Eq. 6-76 corresponds to the area under the concen-
tration-versus-time curve. The normalized time is determined with the
following expression:

6= (6-77)

~I =~

where 6 = normalized time, dimensionless

NORMALIZATION CONCENTRATION
The measured concentration must be normalized such that the possibility
for all measurements is 1.0. To normalize the concentration, the measured
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tracer concentration is divided by the total mass concentration.

Cy = / e (o) (6-78)
0

* C
1= / —d(0) (6-79)
o Gy
where Cy = total mass concentration of tracer recovered, mg/L

Just as t cannot be used in place of 7 for normalization of the detention
time, neither can the mass of tracer injected be used to normalize the
concentration. The recovery of the tracer is always somewhat less than
the mass injected, and the mass recovered in the measurements must be
used for normalization. Nevertheless, a carefully conducted tracer study
will normally account for more than 95 percent of the mass of the tracer
applied, and when this is not the case, it is cause for reexamination of the
entire study.

EXIT AGE DISTRIBUTION
The normalized curve for the pulse tracer study is referred to as the exit
age distribution £(0), and the normalized curve of the step input tracer
study is referred to as the cumulative exit age distribution (). It is also
possible to do a continuous tracer study with a step down in concentration.
In this case, the normalized curve is referred to as the cumulative internal
age distribution /(0). The exit age distribution is the most convenient form
for performing reactor calculations and provides a distribution of the ages
of the fluid elements that leave the reactor.

The exit age distribution is related to the cumulative exit age distribution
and the cumulative internal age distribution by the equation

dare) al(e)

E@O) = — = =——¢ (6-80)

The exit age distribution curve has the the following important properties:

1. The integral f:JrAe E(9) db equals the fraction of material leaving the
reactor having ages between 6 and 6 + A6.

2. The probability of having all possible ages is 1.0, that is, 1.0 =
Jo7 E(©) do.
3. The fraction older than a specified age, 09, is fezo E(0) dob.

4. The fraction younger than a specified age, 09, is f062 E(0) db.

COMPUTATION OF EXIT AGE DISTRIBUTION CURVE
The exit age distribution for a CMFR is given by the expression

-6
Eey =S -G (6-81)

Cn /Oo Coe"d(0)
0
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The exit age distribution and cumulative exit age for the tracer curve
presented on Fig. 6-17a are shown on Fig. 6-17b. In principle, the exit age
distribution for a PFR tracer study should show a very high concentration
spike at the hydraulic detention time of the reactor, and the area under the
exit age distribution £(6) must be 1. Accordingly, the exit age distribution
for a PFR is given by the expression

E®) =38(1—0) (6-82)
where 8(1 — 6) = Dirac delta function

The Dirac delta function §(x) has the following operational definition:

1=/006(1—6)d6 5(1—0) =0 for 0#1
0

and

5(1—0) =8(0) =00 for =1 (6-83)

Conceptually, the Dirac delta function has an infinite height, infinitesimally
small base, and an area of 1.0. The Dirac delta function is commonly used
in calculus and is defined as

o0
f Y(x)3(x0) A9 = y(x0) (6-84)
0
where x, xp = independent variables

The term d(x) is not evaluated except when it is used in an integral. Use
of the delta function is similar to the use of imaginary numbers such as
v/—1 because the products of imaginary numbers are always evaluated and
the mathematical representation of the numbers is needed before they are
multiplied with one another.

Because not all of the tracer will be recovered, the following steps are
followed to obtain the exit age distribution from a pulse tracer study:

1. Determine the mean detention time using Eq. 6-76.

2. Compare the mean detention time with the hydraulic detention
time and determine if there is any short circuiting. If there is short
circuiting, evaluate whether modification to the reactor can eliminate
this and improve performance.

3. Determine the normalization concentration using the equation

. Amcm
Cy= /0 cd (:) —Jo (6-85)

t t

4. Replot the tracer study as E(0) = C/Cy versus 6 = (/1.
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COMPUTATION OF VARIANCE
The variance c?, the second moment about the mean of the data, is used to
deteremine the spread of the tracer curve using the following equation:

o0
/ (t—=0D2Cdt
of = T (6-86)

/ cdt
0

where o2 = variance with respect to ¢, min®

The variance can also be calculated from the exit age distribution as follows:

o) 2
ongo E(O)(G—I)Qdez(_;—é (6-87)

where 03 = variance with respect to 6, dimensionless

Example 6-4 Calculation of exit age distribution for pulse

tracer study

A pulse study on an open-channel reactor (PFR) was conducted and the
results are reported in the table below. Plot the tracer curve and normalized
RTD curve and determine the variance of the tracer data.

Time, min C, mg/L | Time, min C, mg/L | Time, min C, mg/L
0 0 64 34 90 31
10 0 65 38 95 21
20 1 66 46 100 15
30 2 68 58 105 10
40 4 70 62 110 6
50 9 71 63 120 3
55 15 72 63 130 1
60 24 75 64 140 0
62 28 80 58
63 30 85 45

Solution
1. The tracer curve is shown on panel (a) of the figure in step 2e below.

2. Construct a plot of the normalized RTD curve.
a. Set up a computation table to determine the mean detention time
(used for normalizing time data) using Eq. 6-76:
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/ Ctdt ZCtAt

/ Ctat Y CAt
The summation is shown in the table given below.
t, min C, mg/L (c,-_12+c,-) At (c'-lt';”cit") At

0 — — 70 62 120
0 0 0 71 63 62.5
1 5 100 72 63 63
2 15 400 75 64 190.5
4 30 1,100 80 58 305
9 65 3,050 85 45 257.5
15 60 3,188 90 31 190
24 97.5 5,663 95 21 130
28 52 3,176 100 15 90
30 29 1,813 105 10 62.5
34 32 2,033 110 6 40
38 36 2,323 120 3 45
46 42 2,753 130 1 20
58 104 6,980 140 0 5

2,1485

Ct At
Z = e er) = 76.6min

Ty Cat | 21485

Determine the value to be used for normalization of the tracer
concentration Cy using Eq. 6-85:

f Cdt N Eat
cN=/ Cd<t> S0 _ 2550 o
0

t t 766
Use t and Cy to normalize the original tracer study data:
t t © ©

Set up a computation table to determine the values to be used for
plotting the RTD curve.

8,284
4,407
4,505
14,004
23,600
21,163
16,538
11,963
8,738
6,375
4,275
5,100
2,450
650
164,627
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Tracer concentration, mg/L
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30}
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tl c!
min mg/L 0 E(6)
0 0 0.00 0.00
10 0 0.13 0.00
20 1 0.26  0.04
30 2 0.39 0.07
40 4 0.52 0.14
50 9 0.65 0.32
55 15 0.72 0.54
60 24 0.78 0.86
62 28 0.81 1.00
63 30 0.82 1.07
64 34 0.83 1.21
65 38 0.85 1.36
66 46 0.86 1.64
68 58 0.89 2.07

100
105
110
120
130
140

C,
mg/L 0
62 0.91
63 0.93
63 0.94
64 0.98
58 1.04
45 1.11
31 1.17
21 1.24
15 1.30
10 1.37
6 1.43
3 1.56
1 1.69
0 1.83

E(0)

2.21
2.25
2.25
2.28
2.07
1.61
1.11
0.75
0.54
0.36
0.21
0.11
0.04
0.00

e. The final exit age distribution is shown in panel (b) below.

3.00

250

2.00

1.50

1.00 |

Exit age distribution, E(6)

0.50 [

0

20 40 60 80 100 120 140 160 0

Time, min

(a)

0.

50 1.00 1.50
Normalized time, 6

(b)

3. Compute the variance using Eqgs. 6-86 and 6-87:

/ (t—t2Cdt Z(t—T)ZCAt

2 0
Gtz 0
/ Cat
0
2
2 _ Y
% =

> Cat

2.00
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Set up a computation table to compute the terms needed to determine
the variance.

t’ C, t’ c’
min mg/L CAt? Term’ min mg/L CAt?
0 0 — — 70 62 120
10 0 0 0.0 71 63 62.5
20 1 5 16,075.5 72 63 63
30 2 15 37,886.0 75 64 190.5
40 4 30 48,750.9 80 58 305
50 9 65 59,024.7 85 45 257.5
59 15 60 33,703.4 90 31 190
60 24 97.5 34,398.2 95 21 130
62 28 52 12,746.8 | 100 15 90
63 30 29 5,842.1 105 10 62.5
64 34 32 5,558.8 | 110 6 40
65 38 36 53444 | 120 3 45
66 46 42 5,235.8 | 130 1 20
68 58 104 9,660.1 140 0 5
2,148.5

aTat= (L—yq) At.

b{[(t,‘,l —D2Ci_; + (t — T)ZC,} /2} At.

2 > (t—tRCat _ 584,880
t ZEAt 2,148.5

ot = 16.50min

— 272.2 min?

2 A2
o Of _ 2722min" _ 164
TR (76.6min2 0.046

(¢

0p = 0221

Comment

The numerical integration in this example was carried out using the trape-
zoidal rule. It should be noted that other methods of integration, including the
rectangular, Simpson, and Durand rules as well as more complex methods,
may be used.
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For some time, the environmental engineering community has understood
that the RTD of a reactor, particularly a disinfection contactor, is important.
As a result, tracer curves have been used to characterize these reactors and
aid in understanding their performance. As this understanding has grown
more sophisticated, a number of indices have been used to characterize
reactors and their tracer results. Some of the most commonly used terms
are summarized in Table 6-5. By far the most commonly used term to
characterize reactors is the hydraulic detention time T, and it is clear that

Table 6-5

Terms used to characterize tracer curves

Term
d

tpv tmodal

t

t10, ts0, too

too/t10
ti/x

tp/'[

i'/‘l:

tso/T

Definition

Dispersion number. Measures dispersion in reactor. For an ideal PFR,
d = 0. For an ideal CMFR, d = oo

Peclet number; Pe = 1/d

Theoretical hydraulic residence time (t = V/Q)

Time at which tracer first appears

Normalized detention time (t/t ~ t/)

Time at which peak concentration of tracer is observed (mode)
Mean residence time, centroid of pulse tracer curve

Time at which 10, 50, and 90% of tracer has passed through reactor
or when 10, 50, and 90% of the fluid has passed through the reactor

Morrill dispersion index (MDI)

Index of short circuiting. In an ideal PFR, the ratio is 1 and approaches
zero with increased short circuiting

Index of modal retention time. Ratio is 1 in an ideal PFR and zero in an
ideal CMFR. For values of the ratio greater than or less than 1.0, the
flow distribution in the reactor is not uniform

Index of average retention time; reflects the volume of the reactor
that is not used as the fluid passes through the reactor. This volume
is sometime called dead volume. If the ratio is 1.0, there is no dead
volume in the reactor

Index of mean retention time. The ratio tsq/< is @ measure of the skew
of the E(0) curve. A value of tsg/ of less than 1.0 corresponds to an
E(6) curve that is skewed to the left. Similarly, for values greater than
1.0 the E(6) curve is skewed to the right

Equivalent number of tanks in series in TIS model
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T has great significance. Of the remaining indices, the most important are
probably the dispersion number d; the Peclet number Pe; the equivalent
number of tanks in series (TIS), n; and ¢9. The dispersion number,
the Peclet number, and the equivalent number of tanks in series are
important because these can be used in the single-parameter models as a
comprehensive measure of dispersion, as discussed in Sec. 6-7. The time for
10 percent of the tracer to pass through the reactor, ¢19, isimportant because
the U.S. EPA uses that measurement for regulating the performance of
disinfection reactors for drinking water.

6-7 Modeling Hydraulic Performance of Nonideal Reactors

As described in Sec. 6-6, the flow in real reactors is not ideal and RTD curves
are used to characterize the nonideal flow. In nonideal reactors, the mixing
conditions are complex and flow behavior often deviates substantially from
the assumptions of ideal flow. The nonideal reactor analysis in this section
includes (1) the factors that cause nonideal flow; (2) distinction between
molecular diffusion, turbulent diffusion, and dispersion; and (3) models
used for characterizing nonideal flow and predicting nonideal reactor
performance.

Mixing at two scales dramatically affects reactor efficiency. At the microscale
(<~500 wm), there is concern about mixing reactants in the influent
such that there is a uniform concentration of the reactants entering the
reactor. At the macroscale, there is concern about how long different fluid
elements (which are presumed uniform in concentration at the microscale)
reside in the reactor. There are three principal types of nonideal fluid
behavior at the macroscale in processing equipment: (1) inadequate initial
blending, (2) short circuiting, and (3) diffusion and dispersion. Ultimately,
nonideal flow can cause decreased removal efficiencies or the formation of
undesirable by-products.

INADEQUATE INITIAL BLENDING

Nonideal flow in reactors may be caused by inadequate initial blending
of reacting components as they enter the reactor. As blending of miscible
fluids and soluble components will occur, the initial mixing issue becomes
a question of whether the blending is accomplished fast enough relative to
the speed of the reactions taking place. Blending is addressed in greater
depth in Sec. 6-10.

SHORT CIRCUITING
Short circuiting is characterized by a segment of the fluid stream having
a residence time considerably shorter than the mean hydraulic residence
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time. Short circuiting is a common design issue in CMFRs, rectangular
basins, and packed columns or towers, and it is particularly important in
processes where a high level of removal is required, such as disinfection
(e.g., 99.99 percent inactivation). The impact of short circuiting on pro-
cesses with low versus high removal requirements is compared in Sec. 13-4.
Short circuiting may develop within the reactor due to poor fluid mechan-
ical design of (1) internal packing material, (2) inlet and outlet structures,
and (3) the aspect ratio of the reactor itself (length as compared to depth
and width with a larger aspect ratio being most desirable). Short circuiting
also occurs when circulation patterns develop due to wind or density differ-
ences due to temperature or the concentration of dissolved or suspended
materials. For example, when the flow entering the reactor is warmer than
the flow in the reactor, a portion of flow can travel to the outlet across the
top of the reactor. Short circuiting also occurs in sedimentation basins due
to the greater bulk density of the sludge with respect to the bulk water above
it. In shallow reactors, wind can transport a portion of the incoming flow to
the outlet, resulting in an observed detention time that is shorter than the
theoretical residence time of the reactor. Wind can also cause backmixing.
However, as discussed later, velocity gradients and short circuiting can be
overcome by using baffles, increasing the aspect ratio of the reactor, and
proper orientation of basins relative to the prevailing winds or covering
them.

DIFFUSION AND DISPERSION

In addition to improper initial blending and short circuiting, diffusion and
dispersion can contribute to the nonideal flow observed in reactors. In
general, diffusion involves the movement of a constituent from a higher
concentration to a lower concentration as a result of collisions with fluid
molecules that move by Brownian motion. Dispersion is the mixing brought
about by physical processes such as turbulence and velocity gradients.

Diffusion

Molecular diffusion occurs when dissolved constituents or very small par-
ticles move randomly within the water matrix as a result of collisions with
water molecules that move randomly. This random motion is generally
referred to as Brownian motion. Because molecular diffusion does not
depend on any bulk movement of the water, it can occur both under
laminar and turbulent flow conditions. Molecular diffusion is irreversible
and is different for different constituents. Mass transfer brought about
by molecular diffusion is described by Fick’s law, which is considered
in Chap. 7.

Dispersion
The mixing process whereby a constituent is transported from a higher
concentration to a lower concentration, by eddies formed by turbulent
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flow or shearing forces between fluid layers is known as dispersion. Eddies
can vary in size from microscale to macroscale to large circulation patterns
in the ocean. Microscale mass transport is only by molecular diffusion,
whereas in the macroscale mass transport can be by both molecular and
dispersion, with the latter predominating. Kolmogorov (194la,b,c), as
discussed in Sec. 6-10, identified the dividing line between the microscle
and macroscale and suggested a method for determining the size of the
smallest eddy that could be generated as a function of the amount of energy
dissipated. Dispersion is considered further in Sec. 6-10.

The constituent mixing that results from the shearing forces between
fluid layers and by the random fluid motion of turbulence is also known
as dispersion. The parabolic distribution of flow velocities that occurs in
pipe flow is a classic example of the shearing that occurs between fluid
layers and is known as Taylor dispersion. Dispersion occurs mainly in tanks,
channels, pipes, or columns and is characterized by longitudinal mixing,
which distorts the flat velocity profile (perpendicular to the direction of
flow) that is assumed for an ideal PFR. Because dispersion coefficients
are dominated by the character of turbulence at the macroscale, they are
identical for all constituents, and tracer studies can be conducted using a
dye or salt solution. Typical values of some observed dispersion coefficients
E are illustrated on Fig. 6-18. Representative values for molecular diffusion
are shown in the lower left on Fig. 6-18.

When an engineer designs a large reactor for water treatment, nonideal
flow is almost always a design issue. To ensure that the reactor will perform
as intended, it is important that the design engineer consider impacts that
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nonideal flow might have on reactor performance. Considering nonideal
effects on reactors occurs through two important steps: (1) understanding
the impact of reactor design on nonideal flow and (2) understanding the
impact of nonideal flow on reactor performance. Neither of these tasks
is accomplished easily, but understanding the impact of reactor design
on nonideal flow presents a particular challenge. Usually, the approach
taken is to (1) construct a model of the RTD in the reactor as a way of
understanding its nonideal behavior and then (2) use the RTD model to
predict the impact on reactor performance. Two single-parameter models
are typically used to model RTD: (1) the dispersion model or dispersed-
flow model (DFM) and (2) the tanks-in-series (TIS) model. Once a reactor
has been built, it is common to conduct a tracer study to determine the
actual RTD of the reactor and then to see how well that RTD can be fit
to one of these single-parameter models. The DFM and the TIS model are
introduced in the following discussion.

DISPERSED-FLOW MODEL

If longitudinal dispersion is the main cause for deviation from ideal flow in
a conduit reactor (i.e., a tube, pipe, or channel), then the following mass
balance may be established, assuming a constant cross-sectional area and
no short circuiting in the reactor:

aC aC
QC|z,l —E-a— At — QC|Z+AZ,I —LE-a— At
0z 2,1 Z 2+ Azl

+7r-a-AzAt=a- Az[Cliar, — Cliz] (6-88)

where 0O = flow rate, L/s
At = elapsed time on interval ¢ — ¢+ At, s
Cl.,, = average concentration in reactor evaluated at z for
interval t — ¢+ At¢, mg/L
C|.+Az, = average concentration in reactor evaluated at z 4+ Az for

interval t — ¢+ At¢, mg/L

E = dispersion coefficient, m?2/s

a = cross-sectional area of reactor, m?

0C . . . e
32l = change in concentration with position in reactor
z .
sl evaluated at z for the interval ¢t — ¢+ At, mg/L-m
aC . . . c
— = change in concentration with position in reactor
0z z+Azt

evaluated at z + Az for interval { — ¢+ At, mg/L-m
r = average reaction rate on interval ¢t — ¢+ A¢in element,
mg/L-s
Az = length of element, m
C|i+A1, = average concentration in element evaluated at ¢ + A¢,
mg/L

C|,. = average concentration in element evaluated at ¢, mg/L
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In Eq. 6-88, there are values of the dependent variable that are equal to
the mean value over the intervals (¢, ¢+ At) or (z,z+ Az), which can be
inferred from the mean-value theorem. For this reason, the dependent
values are evaluated somewhere located in the intervals (¢, ¢+ At) and
(z,z+ Az). When taking the limit as At and Az approach zero, they are
evaluated at ¢ and z because they were contained on the intervals. Dividing
by a Az and A¢, multiplying by 1, taking the limit as Az — 0, At — 0, and
rearranging, the following expression is obtained:

aC E 9%2C aC
o) T (7) 702 T B (059

where L = length of reactor, m
v = average fluid velocity (Q/a), m/s
T = hydraulic detention time, s

To evaluate the RTD, it is assumed that the tracer does not participate in
any reactions (i.e., a conservative tracer). Thus, Eq. 6-89 can be rearranged
to the following:
aCc 1 d%C aC
27 ' pe 022 9(t/1)
where Pe = Peclet number = vL/E, dimensionless
z = dimensionless length (z = z/L)

(6-90)

The Peclet number is the ‘‘single parameter’” of the DFM. Specifying the
Peclet number is concomitant with specifying the entire RTD. Conceptually,
the Peclet number is the ratio between mass transport by advection to
dispersion:

p vl rate of transport by advection
e=— =

= . . (6-91)
E  rate of transport by dispersion
High Peclet numbers result when advection controls mass transport within
the reactor because dispersion and advection act in parallel. As the Peclet
number approaches infinity, transport is only by advection; no axial dis-
persion occurs and the reactor performance approaches that of a PFR.
Conversely, for a Peclet number approaching zero, there is no transport
by advection; only axial dispersion occurs and the reactor performance
approaches that of a CMFR.

Often the dispersion number d is used in place of the Peclet number.
The relationship between the dispersion number and the Peclet number is
as follows: 1

~ Pe

where d = dispersion number, dimensionless

(6-92)

The Peclet number and dispersion number are both used in environmental
literature, and, therefore, it is important to understand the relationship
between these two parameters. The dispersion number and DFM are also
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Figure 6-19

lllustration of boundary conditions for dispersion z
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used in Chaps. 8 and 13. To solve Eq. 6-90, one initial condition and two
boundary conditions are needed (Fogler, 1999). The boundary conditions,
which apply to either steady-state or unsteady-state conditions, are discussed
below.

Open and closed systems and the DFEM model

There are two well-known approaches to the boundary conditions for the
DFM model, the closed-system approach and the open-system approach.
The differences between the open and closed models are shown on Fig. 6-19.
For the closed-system model, it is assumed that plug flow occurs in and
out of the reactor and dispersed flow occurs within the reactor. For
the open-system model, it is assumed that dispersed-flow conditions are
present throughout; that is, the reactor is essentially a segment of flow with
characteristics common to the flow preceding and following it. Most unit
operations used in environmental engineering are better approximated
by the closed-system assumptions, although, as will be shown later, the
differences between these models are not very significant when the Peclet
number is greater than approximately 40 (when the dispersion number
is below approximately 0.025), and most engineered PFRs exceed this
performance.

Solving DI'M for a closed-flow system
For a closed reactor it is assumed that plug flow conditions exist before
the entrance (advection only) and dispersed-flow conditions exist after the

E>0 E>0 E>0

Dispersed
flow
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flow
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entrance (advection and dispersion). Thus, the following mass balance can
be written at the entrance to the reactor:

0C
QCl.=0- = QCl=o+ — E-a — (6-93)
8z =0+
where QC|,—o- = mass of tracer that enters reactor, or Q(,, mg/s
QCl|,—o+ = advective transport of tracer evaluated at z = 0%,

mg/s
z=07,0" =location just before and just after entrance of reactor

Recognizing that the velocity vis equal to flow divided by the cross-sectional
area, Q/a, Eq. 6-93 may be rewritten as

e . = 5 (Cleor = Clamo) (694)
The final form of the boundary condition is given by the expression
2 = (Gl — Go) = Pe (Gl — ) (695)
0(z/L) |,—g+ E

As shown in Eq. 6-95, there is a discontinuity in the concentration at
the entrance of the reactor. Also for a closed system, it is assumed that
dispersed-flow conditions exist before the exit (advection and dispersion)
and plug flow conditions exist after the exit (advection only). Thus, a mass
balance on the exit of a closed reactor yields

oC
Qlle=r- = (B~ @) o~ = QC|_,+ (6-96)
Z =1~
where QC|,—;~ = advective transport of tracer evaluated at z = L™,
mg/s

QC|,—;+ = mass of tracer that leaves reactor, mg/s
C = effluent concentration, mg/L
z= L™, L't =locations just before and just after exit of reactor

Unlike the entrance of the reactor, there cannot be a discontinuity in
concentration at the exit, and therefore the final form of the boundary
condition is given by the following expressions:

aC

| =0 (6:97)

z=L

Cli- = Clp+ (6-98)

Thomas and McKee (1944) developed a solution for a closed reactor for
a conservative or nonreacting tracer, which has been modified in terms of
the Peclet number:

C > asinb+ bcosb (a®>+ %) 0
— = b| ————— - 6-99
Co Ql; [ @ +2a+ 1 ]CXP[“ 24 (©99)
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where C = effluent concentration of nonreactive tracer, mg/L
(v = initial concentration of tracer in reactor, mg/L
b= cot-1 [(b/a) - (d/b)]
2
a="Pe/2=y3d
Pe = Peclet number, dimensionless (see Eq. 6-91)
0 = normalized detention time, /7

To fit the closed-system DFM to an existing reactor, a pulse tracer study is
conducted to obtain the exit age distribution. In turn, the tracer data can
be fit with Eq. 6-99 to determine Pe. For a corresponding set of C/(y and
0 values, a Pe is assumed and Eq. 6-99 is solved by successive numerical
approximation. The process is repeated until a value of Pe is found such
that Eq. 6-99 closely approximates the tracer curve.

Because of the difficulty in solving Eq. 6-99 and because it is easier to
determine the variance of the tracer curve, the dispersion may be estimated
using the following expression, which relates the Pe to 03 (Fogler, 1999):

2 2 1\?
i5- () 0-n] o

where 03 = variance with respect to 0

o? = variance with respect to ¢

Consequently, a determination from variance is often used in spite of
the inaccuracies that can result from determining 63 from experimental
data. For example, small concentrations far from the centroid can have a
large impact on the value of 03. Thus, for accurate estimates of reaction
performance, Eq. 6-99 should be fit to the data to determine the Pe.

Solving DIFM for an open-flow system

For an open system it is assumed that dispersed-flow conditions exist before
and after the entrance (advection and dispersion). Thus, the following
mass balance can be written at the entrance to the reactor:

aC
=QCl—gt —E-a —

6-101
2=0" 9z ( :

C| E.oa2C
- —E-a—
Q 2=0 9z

z=0%
The final form of the boundary condition at the entrance to the reactor is
given by

1 acC

| 1 acC
Pe 3(z/L) =0

—Cly — — ——
=0 Pe d(z/L)

Clz:O* Clz:O* = C|z:0Jr

=0t

(6-102)
Similarly, a mass balance at the exit of an open reactor yields the final form
of the boundary condition:

1 9C
Pe 9(z/L)

1 acC L
Pe 3(z/L) =L = =Ly

C|z:lf = C| =Lt

z=L" =Lt

(6-103)
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Itis important to realize that C|,—o- and C|,—¢+ are not equal to the influent
concentration into the reactor because dispersion transports the substance
upstream and downstream.

If Eq. 6-90 is solved for a nonreactive tracer (r = 0) in an open reactor,
the following expression for E(0) is obtained (Levenspiel and Smith, 1957):

1 2
E e - —Pe(l—e) /49 6-104
O = Tmare (6-104)

For low dispersion (high Pe), Eq. 6-104 simplifies to the following:

1 2
E) = ————¢ Pe-07/4 (6-105)
/47 (1/Pe)
The mean detention time 7 for an open reactor is longer than the theoretical
hydraulic detention time t because some of the tracer can migrate upstream
of the reactor. The mean detention time can be determined using the

expression
1= [1 + <3>1| T (6-106)
Pe

where 7= centroid of tracer curve = fooo Ctdt/ fooo Cdt
T = hydraulic detention time = V/Q

It has been shown that the following relationship between the Pe and 03
applies to open systems (Fogler, 1999):

o o7 2 1)
oy = =~ Pe +8 <Pe) (6-107)
To fit the open-system DFM to an existing reactor, a pulse tracer study is
conducted to obtain the exit age distribution. The Peclet number may be
estimated in two ways: from the variance of tracer data using Eq. 6-107 or
by directly fitting the tracer data to Eq. 6-104. As discussed for the closed
reactor system, the latter approach usually results in a superior fit and
should be used to determine the Peclet number whenever possible.

TANK-IN-SERIES MODELS

The analysis summarized in Eq. 6-21 can be used to show that the exit age
distribution for a cascade of n CMFRs in series is given by the following
expression (Levenspiel, 1998):

n(nO)" 1 _ o

E®), = 1)1 e (6-108)
where [E(0), = exit age distribution for n tanks in series
0 = relative residence time = /1, dimensionless
The variance can be determined using the expression
9 1
oy = 1 (6-109)

where og = variance with respect to 6
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To fit the TIS model to an existing reactor, a pulse tracer study is conducted
to obtain the exit age distribution. The tracer data can be fit with Eq. 6-108
to determine 7. Once the value of n has been estimated using this method,
Eq. 6-108 can be used to construct a curve of E(0) as a function of 6.
Again, under conditions of low dispersion (high ), the results of the TIS
model approach those of the DFM. Under these conditions, the following
relationship may be used:

n=4Pe+ 1~ Pe (6-110)

For Pe numbers of 5, 10, and 25, nis equal to 3.5, 6.0, and 13.5, respectively.
The results obtained using the TIS and DFM methods are similar; however,
it is much easier to use the TIS method as compared to the DFM method.
Fortunately, the equivalence can be drawn between the number of tanks
for the TIS model and the Pe number used in the closed-flow DFM method
(see Eq. 6-100), as shown in Egs. 6-111 and 6-112 for a large Pe:

2 o 1 ~ 3 i : —Pe
UGNV!(PC)—[Q(PE) (1o >“ (6-111)

1 NPe
2

" (2/Pe) — 2(1/Pe)%(1 — e Pe) ~ (6-112)

The result shown in Egs. 6-110 and 6-112 can be used to develop an
appreciation for the magnitude of the Pe number. For example, a Pe of 20,
50, or 100 would correspond to 10, 20, or 50 tanks in series, respectively.

Example 6-5 Determination of single-parameter fit to RTD

Using the tracer data analysis shown in Example 6-4, estimate the Peclet
number and dispersion number for the open-flow DFM by fitting the model
to Eq. 6-104 and also the number of tanks in series by fitting the data to
Eqg. 6-108. Plot the resulting exit age curves and compare them to the
original data.

Solution

1. Determine the Peclet number for the open-flow DFM by fitting
Eqg. 6-104 to the E(6) curve shown in Example 6-4.

2. Determine the number of tanks in series for the tanks-in-series model
by fitting Eq. 6-108 to the E(0) curve shown in Example 6-4.

Both fits are accomplished by setting up the data and the equation

on a spreadsheet and finding the value of Pe (Eq. 6-104) or n

(Eg. 6-108) that minimizes the sum of squares of the differences



between the model and the data. The results of these calculations are
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shown in the table below.

0.013
0.130
0.261
0.391
0.522
0.652
0.717
0.782
0.808
0.821
0.834
0.847
0.860
0.887
0.913
0.926
0.939
0.978
1.043
1.108
1.173
1.239
1.304
1.369
1.434
1.565
1.695
1.825

3. Determine the dispersion number from the Peclet number using

E(6)

0.00
0.00
0.04
0.07
0.14
0.32
0.54
0.86
1.00
1.07
1.21
1.36
1.64
2.07
2.21
2.25
2.25
2.28
2.07
1.61
1.11
0.75
0.54
0.36
0.21
0.11
0.04
0.00

Eqg. 6-92:

[col. 2 -

Eq. 6-104 col. 3)2
0.00 0.0000
0.00 0.0000
0.00 0.0016
0.00 0.0049
0.00 0.0190
0.13 0.0372
0.42 0.0145
0.94 0.0069
1.20 0.0385
1.33 0.0652
1.45 0.0594
1.58 0.0481
1.70 0.0036
1.93 0.0206
2.10 0.0113
2.17 0.0058
2.23 0.0004
2.32 0.0013
2.20 0.0157
1.84 0.0526
1.39 0.0787
0.96 0.0434
0.62 0.0059
0.37 0.0002
0.21 0.0000
0.06 0.0025
0.01 0.0006
0.00 0.0000
sum = 0.5377

Pe =67.0

d

1

Pe

1

[col. 2 -
Eq. 6-108 col. 5)2
0.00 0.0000
0.00 0.0000
0.00 0.0016
0.00 0.0049
0.01 0.0156
0.25 0.0045
0.62 0.0062
1.16 0.0925
1.41 0.1647
1.53 0.2075
1.64 0.1869
1.75 0.1554
1.86 0.0483
2.05 0.0003
2.19 0.0003
2.24 0.0000
2.28 0.0011
2.32 0.0015
2.13 0.0033
1.72 0.0130
1.25 0.0199
0.82 0.0045
0.49 0.0024
0.27 0.0076
0.14 0.0048
0.03 0.0063
0.01 0.0012
0.00 0.0000
sum = 0.9544
n=33

= — =0.0149

7
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4. A plot comparing the exit age data with the results of the two models
is illustrated below.

2.5 T T
Eq. 6-108 @ Eq. 6-104
s 20 Tanks in N Dispersed
= 20l ) 1 |9, |
op series ll" \\/ flow model
< Sk
215 I
3 T
B e o
S 10} Data from |9 \
o | Example 6-4 I \\
(o) I i
:3 S
2 05 I B,
w 0. I W
/ 0,
l 3/{;" Q‘O
0.0 b a % =0 |
0.0 0.5 1.0 1.5 2.0

Normalized time, 6

Comment

Both the TIS and DFM models fit the data well, except for the data for small
exit ages. The fluid that exits the reactor with small residence times can
have a large influence on reactor performance.

The RTDs for the three models, closed-flow DFM, open-flow DFM, and
TIS model, are displayed on Fig. 6-20. Under conditions where dispersion
is high (high d for the DFM or low n for the TIS model), these three
models produce significantly different RTDs, as shown on Fig. 6-20. Under
conditions where dispersion is low (low d for the DFM or high n for the
TIS model), these models produce RTDs that are nearly identical.

In subsequent sections it will be shown that the entire RTD is useful in
evaluating the expected performance of a given reactor design. However,
RTDs are complicated, and their use in evaluating reactor performance,
while the best available technology, is also somewhat more complicated
than just assuming that an actual reactor performs similar to a PFR with
a certain residence time that is determined by a tracer study. As a result,
regulatory authorities often regulate reactor design using certain simplified
performance criteria. For example, in disinfection practice (see Chap. 13),
it is assumed that the effective contact time corresponds to the length of
time it takes for the first 10 percent (619) of a tracer to pass through the
reactor. This approach is conservative because credit is only received for
010 and not 05, which corresponds to the actual residence time.

Each RTD model discussed was examined to assess the impact of reactor
dispersion on 61, the fraction of the reactor’s theoretical detention time
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Figure 6-20
Comparison of E(6) curves for (a) DFM open system, (b) DFM closed system, and (c) TIS model.

that would be allowed as credit by the U.S. EPA rules (see example for open-
system DFM on Fig. 6-21a). A plot of 619 (f10/7) as a function of increasing
dispersion for all three RTD models is displayed on Fig. 6-21b. Note that the
TIS model does not allow for direct application of the dispersion or Peclet
numbers, so an approximate transformation represented by Eq. 6-110 was
used for comparison purposes. As expected, the 619 value drops consistently
as dispersion increases. For example, credit would be received for more
than 80 percent of the residence time of the reactor for low dispersion
(d < 0.01,Pe > 100, > 50) to as low as 25 to 50 percent of the residence
time for reactors with high dispersion (d > 0.3,Pe < 3, n < 2 or 3). A credit
of 80 percent or more would correspond to a well-designed reactor.

Extensive studies have been conducted to determine the dispersion in
open-channel flow. The dispersion in an existing reactor can be determined
using a tracer study; however, when designing facilities, it is useful to be able
to predict the dispersion. Davies (1972) proposed the following relationship
for flow in an open channel and a high Reynolds number, which can be
used to estimate the dispersion coefficient:

E = 1.01v(Re)"®7 (6-113)

where  E = coefficient of dispersion, m?/s
v = kinematic viscosity, m?/s
Re = Reynolds number = 4vR),/v, dimensionless
v = velocity in open channel, m/s
Ry, = hydraulic radius = sectional area/wetted perimeter, m

Predicting

Dispersion in

a Channel
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Figure 6-21

Dispersion and 61q. (a) Analyzing effect of dispersion on 6, using DFM model for open system. (b) Relationship between
increasing dispersion and 6, for three models: DFM closed system, DMF open system, and TIS model.

Other models developed for the dispersion coefficient are based on the
Taylor equation and are discussed in Chap. 13.

Example 6-6 Estimate of dispersion in open channel

For an open-channel PFR with a water flow rate of 4320 m3/d, estimate the
dispersion number and t;o. Assume that t = 1 and that the channel has a
length of 40 m, a width of 3 m, and a water depth of 3 m. Use a kinematic
viscosity of 1.003 x 10-° m?/s for the water. Assume the dispersion in the
channel can be estimated accurately using Eq. 6-113 and that the RTD in
the channel can be predicted using the open-flow DFM model (Eq. 6-104).

Solution

1. Estimate the dispersion number.
a. To apply Eq. 6-113, compute the Reynolds number Re:

(4320 m3/d)(1 d/86,400 s)
3mx3m

= 0.0056 m/s

Average water velocity v =

3mx3m _
3m+3m+3m

Hydraulic radius Ry, = 1m
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Reynolds number Re =

= 0.00643 m?/s

AR,  (4)0.0056 m/s)1 m)

~ 1.003 x 10-6m2/s
= 22,156
b. Compute the coefficient of dispersion E:

E = 1.01v(Re)*®75 = (1.01)(1.003 x 10~ m?/s)(22,156)°875

c. Compute the dispersion number using Egs. 6-91 and 6-92:

2. Estimate tp.
a. Determine the Peclet number from the dispersion number using

Eq.

6-92:

d:E

Pe =

0.00643 m?/s

L
- =

vL ~ (0.0056 m/s)(40 m)

1
0.0289

=345

=0.0289

b. Set up a table to compute the cumulative exit age distribution F(6)
using Eq. 6-104 to find E(6) from 6 and Eq. 6-80 to convert E(6)
to F(6):

(]

E(6)

0.000
0.000
0.000
0.001
0.031
0.213
0.652
1.204
1.589
1.659
1.462
1.135
0.800

A0 =0.1.

c. Plot the cumulative exit age distribution and estimate the value of
6 at F(6) = 0.10. As shown in the plot below, the value of 6 at

F(6) =0.10is 0.76.

E(6)

0.0

0.0

0.0

0.0005
0.0161
0.1222
0.4328
0.9280
1.3963
1.6241
1.5609
1.2989
0.9675

E(6)A62

0.0

0.0

0.0

0.0001
0.0016
0.0122
0.0433
0.0928
0.1396
0.1624
0.1561
0.1299
0.0967

F(6)

0.0

0.0

0.0

0.0001
0.0017
0.0139
0.0572
0.1500
0.2896
0.4520
0.6081
0.7380
0.8347

0

NN =
—H OWOoNO Ol

2.2

E(6)

0.522
0.320
0.187
0.105
0.057
0.030
0.016
0.008
0.004
0.002
0.001
0.000
0.000

E(6)

0.6607
0.4212
0.2539
0.1463
0.0811
0.0436
0.0228
0.0117
0.0059
0.0029
0.0014
0.0007
0.0003

E(6)A02

0.0661
0.0421
0.0254
0.0146
0.0081
0.0044
0.0023
0.0012
0.0006
0.0003
0.0001
0.0001
0.0000

F(6)

0.9008
0.9429
0.9683
0.9829
0.9910
0.9954
0.9977
0.9989
0.9994
0.9997
0.9999
0.9999
1
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F(0.5) = 1.03

F(0.1) = 0.76
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Normalized time, 6

Cumulative exit age distribution, F(6)
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d. Determine the hydraulic detention time for the basin.

V 360 m3 .
T = ST 120 min

e. Determine the mean residence time. The mean residence time
is equal to the hydraulic detention time as given in the problem
statement. Because there is no short circuiting, Eq. 6-106 should
be used to estimate t, but the openflow DFM model was used
to simulate a closed-flow DFM model because it is simpler to use
and yields similar results at high Pe values.

t=+1 and t=120min.

f. Estimate t1g.
From the above plot, F(0.10) = 0.76
Therefore, by EPA’s definition t = t;g when 6,9 = 0.76.
Substituting into to Eq. 6-77 and rearranging,

t10=fxelo or t10=120x0.76=91min

The influence of the aspect ratio can be determined by examining
Eq. 6-113. If it is assumed that the Reynolds number is raised to the
power of 1.0, the following expressions can be derived:

‘UR}Z
Pe R, =

=0.25 (6-114)

L
Pes = Pep, (6-115)

h

where Pepg, = Peclet number based on hydraulic radius
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Asshown in Eq. 6-115, the Pe number increases as the L/R), increases. Thus,
if the L/ Ry, is 400, which corresponds to a long conveyance channel, the Pe
number would be 100, which corresponds to a ;¢ of 0.8.

When designing reactors for water treatment, there are generally two types
of reactors: (1) a well-mixed reactor in which mixing is mechanically forced
for a number of reasons (e.g., to blend chemicals, as discussed in Sec. 6-10,
to strip volatile compounds, or to prevent particle settling) and (2) a reactor
mixed by the flow through the process equipment (e.g., channels, ditches,

or pipes).

IMPROVING CMFR PERFORMANCE

Generally, the performance of well-mixed reactors can be improved by
inserting baffles in the reactor and converting the reactor from one CMFR
to multiple CMFRs. The improvement in reactor performance expected
after dividing a CMFR into multiple CMFRs may be estimated with the TIS
model described previously. Procedures used to obtain adequate mixing
are discussed in Sec. 6-10.

IMPROVING PFR PERFORMANCE

The methods used to improve the performance of a PFR are different
than those described for the CMFR. If the fluid velocity is low or the inlet
and outlet hydraulics are poor, as shown on Fig. 6-22a, dead volume and

Pulse input

of traceJ_» C—&: \\: .

E(0)

Pulse input

of tracer T T
l — —
= — 33— /\

E(0)

Pulse input 8

349
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Reactor
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of tracer
Figure 6-22
1 — Improvement of reactor performance of

U
E(©)

a basin: (a) original basin with poor inlet
hydraulics, (b) basin with improved inlet
and outlet hydraulics, and (c) basin with

0 insertion of baffles to increase aspect

() ratio.
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short circuiting can occur. The solution to improving process performance
is to distribute the flow uniformly at the inlet and outlet, such as with
diffuser baffles, as shown on Fig. 6-22b. For nonsedimentation processes,
reactor performance can be improved by installing baffles in the basin
so that the flow serpentines through the basin, as shown on Fig. 6-22c.
Increasing velocity by inserting baffles that are shown on Fig. 6-22c is not
recommended for sedimentation processes, and is discussed in Chap. 10,
because sedimentation processes need quiescent conditions. Tracer studies
and nonideal flow models can be used to evaluate such improvements.
Baffle installation as shown on Fig. 6-22c increases the reactor length-to-
depth or length-to-width ratio and the impact of the aspect ratio can then
be evaluated.

Turning vanes, hammer heads, filets, and submerged baffles after each
turn can be used to minimize short circuiting and improve reactor per-
formance. These features and other techniques are discussed in Chap. 13
because of the importance of minimizing dispersion in disinfection contac-
tors. Chapter 13 also discusses approaches to design to achieve a specific
level of dispersion.

6-8 Modeling Reactions in Nonideal Reactors

Dispersed-Flow
Model Applied
to a Reactive
System

The modeling of chemical reactions occurring in ideal reactors was intro-
duced in Secs. 6-4 and 6-5. However, the nonideal nature of the hydraulics
of real reactors, as described in Secs. 6-6 and 6-7, affects the actual perfor-
mance. Therefore, it is necessary to describe the performance of reactors
in terms of the nonideal nature of reactor hydraulics. When a tracer curve
is not available, the DFM and TIS model, introduced in Sec. 6-7, may be
used with appropriate kinetic expressions to model reactor performance,
as described below.

The dispersed-flow model, presented in Sec. 6-7, can be used with appro-
priate reaction kinetics to predict reactor performance. Steady state can
only exist for a constant influent concentration, and at steady state, Eq. 6-89

becomes .

1\ &2C dC

— | —=—-=—kC"=0 (6-116)
Pe ) dz*2 dz

where Pe = Peclet number, dimensionless
C = effluent concentration, mg/L
z = dimensionless length = z/ L, dimensionless
L = length of reactor, m
k = rate constant, (mg/L) "1 /s
T = hydraulic detention time, s
n = reaction order



6-8 Modeling Reactions in Nonideal Reactors 351

If the dimensionless normalized concentration C is introduced into
Eq. 6-116, the following expression is obtained:

1\ d*’C dcC 1=n
— | — — —+kC T C =0 6-117
<Pe> Ewm ( )
where C = normalized concentration = C / Gy, dimensionless

(y = initial concentration, mg/L

In Eq. 6-117, the effluent concentration is governed by three dimensionless
groups: the Damkohler number (kt Cg'_l ), the Peclet number (Pe), and the
reaction order (n).

Equation 6-117 has been solved analytically by Danckwerts (1953) and
Wehner and Wilhelm (1958) for a first-order reaction. For reactors that are
either open or closed, the solution is

C _ 4aexp(Pe/2) (6-118)
G [(1+a)2exp(aPe/2)] - [(1 - a)2exp(—aPe/2)]

where a = ./1+4 4kt(1/Pe)

A generalized plot of Eq. 6-118 is presented on Fig. 6-23 for values of
the Damkohler number (kt) and dispersion number of interest in water
treatment. The design engineer can control the product kt by adjusting
the design hydraulic detention time t. The Peclet number can also be
controlled to some extent by the details of the design of the reactor itself
(e.g., baftling, aspect ratio). For example, if the value of kt is equal to 4,
then the best performance that could be achieved with a PFR would be

: \ \ \ \\COmpletem-

ERSSNINN
NN \\\\\

NI: 002

i Plug flow ]
i d=0 \ \
5 A\
i \ Figure 6-23
Reactor performance as

function of Damkohler

1 L1 11 [N ERT| [N 1 number and dispersion
0.01 0.1 1 10 100  number (inverse of Peclet
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Example 6-7 DFM calculation for first-order reaction

Using the DFM for a closed reactor and exit age distribution shown in
Example 6-5, compare the reactor removal efficiency for a PFR and a CMFR.
Use the following values for the calculations:

Co=200mg/L k=00746min"t  —r=kC

t = 76.6 min (calculated in Example 6-4)

Solution

1. Compute the reactor removal efficiency. For a first-order reaction, the
Damkohler number is

kt ~ kt = (0.0746)(76.6) = 5.72
Use Eq. 6-118 to solve for C/Cq (Pe = 67 from Example 6-5):

1 1
e \/1 4 ke <P_e> _ \/1 + 40.0746)(76.6) (ﬁ> _116

C 4aexp(Pe/2)

Co — [(1+ a2 explaPe/2)] — [(1 — a)2 exp(—a Pe/2)]

B 4(1.16)exp(67/2)
T [(1+1.16)2exp(1.16x67/2)]—[(1 —1.16)2 exp(—1.16x67/2)]

=0.0050

C=10mg/L
Alternatively, C/Cy may be estimated using Fig. 6-23; however,
because the dispersion number is low, the use of Fig. 6-23 is limited.
2. Compare the reactor removal efficiency with a PFR and a CMFR.
a. The effluent concentration for a PFR with a mean detention time
equal to the hydraulic detention time is determined using Eq. 6-65:
C_
Co
The ratio C/Cy may also be determined using Fig. 6-23; C/Cqy ~
0.0035 for a PFR when d approaches zero (Pe = o).

b. The effluent concentration for a CMFR with a mean detention
time equal to the hydraulic detention time is determined by

e Kt = ¢~(0.0746766) _ 0 00330 or C =0.66 mg/L
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rearranging Eq. 6-37:

C 1

—=——-=0.149 or C=29.8mg/L

Co 1+K 4
Here, C/Cqy may also be determined using Fig. 6-23; C/Cy ~ 0.14
for a CMFR when d approaches infinity (Pe = 0).

Comment

In this example, a Pe value of 67 (which corresponds to 33 reactors in
series in the TIS model) yields an effluent concentration that is double that of
an ideal PFR. For disinfection where reductions of 99.99 percent or greater
may be required, reactors with very high Pe or low dispersion numbers must
be used (see Chap. 13).

98 percent (2 percent remaining), and if the reactor Peclet number
was equal to 2 (dispersion number equals 0.5), the best peformance
that could be achieved is 90 percent (10 percent remaining). Also, as
shown on Fig. 6-23, when removal requirements are modest (less than
50 percent), the Peclet number for the reactor does not make a great
deal of difference. On the other hand, when removal requirements are
more stringent, maintaining a high Pe (low dispersion) is a critical design
requirement.

For second-order reactions, Eq. 6-115 can only be solved numerically.
The correspoding results for the DFM for a second-order reaction are

displayed on Fig. 6-24.

The reactor performance for the TIS model can be estimated from mass
balances for a number of tanks in series. For a first-order reaction, the
following expression is obtained:

C 1
—_— = (6-119)
G (A +kt/n)"
For a second-order reaction, the following equation can be used for n tanks
by calculating the effluent concentration from tank ¢ from the previous

tank:

G =1+ T+ 4ktCiy/n
Cifl B thCi,l/n
where ¢ = intermediate tank in series of n tanks
C; = concentration exiting tank i, mg/L
Ci—1 = initial concentration entering tank ¢, mg/L

(6-120)

353
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Figure 6-24

Reactor performance as
function of Damkohler
number and dispersion
number (inverse of
Peclet number) for
second-order reaction.
(Adapted from Levenspiel
and Bischoff, 1959.)
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Example 6-8 Tank-in-series model calculation

Calculate the performance for the reactor evaluated in Example 6-7 for a
first-order reaction using the TIS model and compare to the results from
the DFM. Estimate the reactor performance for a PFR and a CMFR with the
identical hydraulic detention times.

Solution

1. Determine the reactor removal efficiency for a TIS model with n = 33
tanks (see Example 6-5) using Eq. 6-119 for the TIS model:

=0.00512

c 1 1
Co (1+kt/m"  (1+5.72/33)33
C=1.02mg/L

2. The results from TIS and DFM analysis and the estimated performance
of areactor for a PFR and a CMFR with the identical hydraulic detention
time are compared in the following table:

C, mg/L

TIS
1.02

DFM
1.00

PFR
0.66

CMFR
29.8
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Comment

As summarized in the table above, the reactor performance predicted using
the TIS and DFM models is similar. In addition, the performance is closer to
that of a PFR than to a CMFR because the Pe and number of tanks in series
is large.

6-9 Using Tracer Curves to Model Reactions in Reactors

The DFM and TIS models presented in the previous sections are useful for
generating RTD curves when actual tracer response data are not available.
The DFM and TIS model can also be used for modeling reactions, where
it is assumed that homogeneous conditions exist on the molecular scale
(microscale). However, when a tracer curve obtained from a reactor study
or CFD calculation is available, the segregated-flow model (SFM) may be
used to model reactions. The SFM, limitations of the SFM, and comparison
of the SFM and various nonideal flow models are presented in this section.

The assumption in the SFM is that all fluid elements are segregated,
meaning they do not mix or interact with each other. Consequently, the
performance of a real reactor can be determined by estimating the amount
of reaction that would take place for each fluid element and then mixing
the elements at the end of the reactor. For an exit age distribution as shown
on Fig. 6-25, the SFM is obtained by approximating the real reactor as
numerous batch or plug flow reactors that have different residence times
and exitage characteristics. The normalized curve for the pulse tracer study,
E(0), is used to determine the amount of fluid that has a particular age.

For development of the SFM, performance for a real reactor is estimated
in terms of C/(y. The contribution for fluid element 9 (see Fig. 6-25) is
given by the expression

C/ Cy from CMBR or PFR fraction of exit stream \
( with detention time 69 ) < that has age 69 ) = R(89) o Ao
(6-121)

where 09 = exit age for fluid element 9
R(69) = dimensionless effluent concentration for fluid element 9,
which equals effluent concentration divided by influent
concentration leaving ideal PFR or CMBR with hydraulic
detention time that corresponds to 6g
Ey = exit age distribution for fluid element 9
Ly ABg = fraction of exit stream that has age 6q
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Figure 6-25

Definition sketch for SFM. Flow at each Eg Abg
average 6 corresponds to flow in ideal plug E, A8,

flow or batch reactor.
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To determine the reactor performance, sum the contribution of each PFR
as follows:

= R(01)E; A6y 4+ R(69)FEg ABg + - - - + R(09) Fg Abg (6-122)

S| al

where C = average effluent concentration, mg/L

In theory, an infinite number of small PFRs is needed, and taking the limit
N — oo, the following expression is obtained:

c <& o0
&= S R(B)E®;) A8 = f R(0)E(0) db (6-123)
i=1 0

The parameter R(f) can be obtained by substitution of 67 for t in the
following general expression for any order kinetics. The expressions given
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previously in Table 6-3 can also be used.

C
= _/ ac (6-124)
C

0 —-r

For example, the following expressions are obtained for first- and second-
order reactions: B

Pl (first order) (6-125)

R(0) = 1

14+ ktGyb
The SFM can be used when E(6) and R(6) are known. For example, SFM
applies when there is batch rate data because R(0) is identical to the result
that would be expected from a batch reactor. To convert C/(y versus time
to C/Cy versus 6, divide the elapsed time in the batch reactor study by 7.
The SFM can also be used for sedimentation basins with R(6) determined
from settling column tests, where the settling column has a depth equal to
the settling zone in the sedimentation basin.

(second order) (6-126)

Example 6-9 Evaluation of UV disinfection process using SFM

A UV disinfection process takes place in a pipe that contains UV lamps.
The pipe is 1 m long with a diameter of 0.3 m. The process flow rate is
1000 m3/d and the average UV intensity in the reactor is 15 mW/cm?. The
results of a tracer study conducted on the UV disinfection reactor are shown
in the following table:

Normalized Normalized

Time, s Time, 6 E(6) Time, s Time, 60 E(6)
0.0 0.000 0.000 9.0 1.400 0.466
0.6 0.100 0.000 9.7 1.500 0.309
1.3 0.200 0.001 10.3 1.600 0.196
1.9 0.300 0.017 11.0 1.700 0.120
2.6 0.400 0.101 11.6 1.800 0.071
3.2 0.500 0.314 12.3 1.900 0.040
3.9 0.600 0.647 12.9 2.000 0.022
4.5 0.700 1.006 13.6 2.100 0.012
5.2 0.800 1.273 14.2 2.200 0.006
5.8 0.900 1.376 14.8 2.300 0.003
6.5 1.000 1.313 15.5 2.400 0.002
7.1 1.100 1.134 16.1 2.500 0.001
7.7 1.200 0.901 16.8 2.600 0.000
8.4 1.300 0.668
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The UV dose-response curve for a certain microorganism has been deter-
mined and the results are shown in the following plot:

Log survival, N/Ny

-6 1 1 1 1 1
0 20 40 60 80 100 120

Applied UV dose, mW-s/cm?

The average concentration of the microorganism in the influent to the UV
reactor, Ny, is 0.1 L. Estimate the concentration of the microorganism in
the effluent from the UV disinfection process using the SFM.

Solution

1. Set up a table to compute the number of organisms surviving the
disinfection process.
a. Compute the unit exit age distribution £(6) A6 with a A6 value of
0.1. For the time step t = 2.6,

E(6) A6 =(0.101)(0.1) = 0.0101

b. Estimate the applied dose. The applied dose is determined by
multiplying the average UV intensity in the reactor by the corre-
sponding time step. For the time step t = 2.6,

Applied dose = (15 mW/cm?)(2.6 s) = 39.0 mW - s/cm2

c. Estimate the fraction of organisms surviving at the applied dose,
R(6). The fraction of organisms surviving is a function of the applied
dose, and the relationship is given in the problem statement. Use
the curve fit to determine the survival. For the time step t = 2.6,

Estimated survival, N/Ny = el~01313x39.0 mW-s/em) _ 9 0060
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&

Time, s

0.0

0.6
1.3
1.9
2.6
3.2
3.9
4.5
5.2
5.8
6.5
7.1
7.7
8.4
9.0
9.7
10.3
11.0
11.6
12.3
12.9
13.6
14.2
14.8
155
16.1
16.8
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Compute the number of organisms surviving. The number of
organisms surviving may be determined by multiplying the frac-
tional survival N/Ny at each time step by the average influent
concentration and the unit exit age distribution. For the time step
t=2.6,
Microorganisms surviving = (0.0101)(0.0060)(0.1 )
=6.03x 107671

Summarize the computations in a table.

Applied Estimated

Normalized Dose, Survival,
Time, 6 E(6) E(6) A6 mW.s/cm2 R(6), N/Ng
0.000 0.000 0 0.0 1.0000
0.100 0.000 2617 x 107 9.7 0.2805
0.200 0.001 8921 x10-° 19.4 0.0787
0.300 0.017 1.712x 1073 29.0 0.0221
0.400 0.101 1.012 x 102 38.7 0.0062
0.500 0.314 3.138 x 102 48.4 0.0017
0.600 0.647 6.467 x 102 58.1 0.0005
0.700 1.006 1.006 x 101 67.8 0.0001
0.800 1.273 1.273 x 101 77.4 0.0000
0.900 1.376  1.376 x 101 87.1 0.0000
1.000 1.313 1.313x 101 96.8 0.0000
1.100 1.134 1.134x 101 106.5 0.0000
1.200 0.901 9.009 x 102 116.2 0.0000
1.300 0.668 6.677 x 102 125.8 0.0000
1.400 0.466 4.663 x 102 135.5 0.0000
1.500 0.309 3.095 x 102 145.2 0.0000
1.600 0.196 1.964 x 102 154.9 0.0000
1.700 0.120 1.199 x 102 164.6 0.0000
1.800 0.071 7.067 x 103 174.2 0.0000
1.900 0.040 4.040 x 103 183.9 0.0000
2.000 0.022 2.246 x 103 193.6 0.0000
2.100 0.012 1.218 x10-3 203.3 0.0000
2.200 0.006 6.454 x 10~* 213.0 0.0000
2.300 0.003 3.351 x10-* 222.6 0.0000
2.400 0.002 1.707 x 10-* 232.3 0.0000
2.500 0.001 8548 x 10-° 242.0 0.0000
2.600 0.000 4.212x10-° 251.7 0.0000

1

359

Effluent
Microorganism
Concentration, L1

0.000000

0.000000
0.000007
0.000038
0.000063
0.000055
0.000032
0.000014
0.000005
0.000001
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000
0.000000

0.000214
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2. Estimate the concentration of microorganisms in the process effluent.
Summing the values of effluent microorganism concentration for all
time steps results in a value of 0.000214 L-1. For a flow rate of
1000 m3/d, the total number of organisms that can pass through the
reactor without being inactivated in one day is

Microorganism concentration 1 d flow = (0.000214 L~1)(106 L/d)
=214d7!

Comment

Because of the nonideal hydraulics in the reactor, it is possible for some of
the water to pass through before the detention time required for adequate
treatment. Because some microorganisms can cause illness even at low
dosages, reactor performance is critical to ensure safe water.

The SFM is valid for any shape of reactor and has the following limitations:

1. The SFM can be used to obtain an exact solution for a first-order

reaction.

2. For a zero-order reaction, the effluent concentration is identical

for both PFRs and CMFRs. Mixing has no impact on the reactor
performance and maximum performance can be obtained as long
asti=rt.

3. For reaction orders greater than 1.0, the effluent concentration

calculated using the SFM is less than the actual effluent concentration
and represents the lower bound of the effluent concentration (the
best possible performance).

4. Forreaction orders less than 1.0, the effluent concentration calculated

by the SFM is greater than the actual effluent concentration and
represents the upper bound of the effluent concentration (the worst
possible performance).

A comparison of the differences between the actual and calculated effluent
concentration for a CMFR when using the SFM for reaction orders greater
than 1 and less than 1 are presented in the following discussion.

REACTION ORDERS GREATER THAN 1
For a second-order reaction in a CMFR, the effluent concentration from a
CMEFR is given by the expression

C_ 1+ /T+4kG
G 2kt

(6-127)
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where k= reaction rate, L/mg-s
T = hydraulic detention time, s

For ktCy =1, the resulting value of C/(y is 0.618, as computed using
Eq. 6-125. The terms that appear in the SFM approximation of a CMFR are

1
RO) = —— 6-128
() T3 kGl (6-128)
E®) =¢" (6-129)
The SFM approximation for a CMFR with kt(y = 1.0 results in the
expression o
C © 1 o
— = — e do = 0.596 (6-130)
Gy 0 1+ ktCyf

Thus, for a second-order reaction, the SFM method predicts a lower
concentration than a mass balance on a CMFR. The difference between
Egs. 6-130 and 6-127 is shown as line (a) on Fig. 6-26. As shown, the
concentration predicted by the SFM is consistently lower than the result for
a CMFR. The reason the SFM predicts a lower concentration for a second-
order reaction is because less backmixing occurs as the performance
approaches ideal plug flow. Under ideal conditions, the results from the
SFM analysis will be identical to the analytical solution for a PFR.

ORDERS LESS THAN 1
For reaction orders less than 1.0, such as n = 0.5, the following relationship
for R(0) is obtained from a PFR mass balance:

2
k0
RO)=[1—- —— 6-131
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The SFM approximation to a CMFR is given by the expression

& foo P o 9 (6-132)
£ _ _ kO, :
G Jo 2C05

However, a reasonable result of Eq. 6-130 cannot be obtained using the
range of integration from zero to infinity because the value of kt0/(2C)-")
needs to be between zero and unity (otherwise the effluent concentration
is negative). Therefore, the SFM approximation for a CMFR with a reaction
order of 0.5 is modified to

C (1/L) .
o / [(1—168)%¢ "] a0 (6-133)
0
where L =kt/(2C)°)

For L = 0.5 the resulting value of 6/C0 is 0.432, as computed using
Eq. 6-133.

For a CMFR using a conventional mass balance approach, the following
expressions are obtained:

_V_G-¢C §

= 0= 105 (6-134)
¢ 1 252 2|
—=—l2+——J(2+—) -4 6-185
G =2 + G \/( + Co) ( )

For kr/2C8'5 = 0.5 (equal to v’k /Cy = 1), the resulting value of C/( is
0.382, as computed using Eq. 6-135.

Thus, for a half-order reaction, the SFM method predicts a higher
concentration than a mass balance on a CMFR. The difference between
Eq. 6-133 and 6-135 is shown as line (b) on Fig 6-26. As shown on Fig. 6-26,
the SFM consistently predicts a larger concentration than a mass balance on
a CMFR. This difference is the maximum difference that can be expected
using the SFM for a half-order reaction.

As shown in the analysis presented above, the differences for 0.5 and
second orders represent the maximum difference between the SFM and a
given reactor’s actual performance, respectively. The SFM predicts an exact
answer for any reaction order when used to simulate a PFR [E(0) = 3(1)].
Accordingly, the SFM would predict reactor performance that is closer to
the observed reactor performance as the reactor backmixing decreased to
that of a PFR (no backmixing).

6-10 Mixing Theory and Practice

Mixing is a central part of water treatment. In some unit operations,
mixing has a profound impact on the course of the reactions of interest.
In other unit operations, understanding mixing is an important adjunct to
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process control. In still others, mixing energy actually contributes to the
rate of the reaction (e.g., flocculation). In the early days, the design and
implementation of mixing facilities was a haphazard processes. Even today,
there is a great deal of art in designing mixing facilities. Nevertheless, as
discussed below, scientific tools are available that can be used to improve
the design of these facilities.

Two types of mixing are applied in water treatment: (1) agitation and (2)
blending. Each is considered separately in the following discussion.

AGITATION (FLUID)

Agitation is the term used to describe the motion induced in a fluid to
promote processes such as flocculation, to maintain particles in suspension,
and for mass transfer such as aeration. In flocculation, the water is agitated
to bring about contact between particles, after the chemistry (coagulation)
has been used to neutralize their natural repulsion to each other. To
design mixing facilities for flocculation it is important to know (1) the
particle size distribution of the particles to be flocculated and (2) the
degree of agitation necessary to bring about particle contact. The subject
of flocculation is considered in greater detail in Chap. 10. Agitation is
also used to prevent particles from settling in equalization and related
facilities (also covered in Chap. 10). Mass transfer reactions are enhanced
by agitation such as occurs as water falls over a cascade of stairs or when
air is bubbled through water for the addition of oxygen or to remove
supersaturated gases from solution. Mass transfer reactions are discussed
further in Chap. 7.

BLENDING

The process of combining two or more liquid streams to achieve a specified
level of uniformity is known as blending. To design mixing facilities, for the
purposes of blending, it is important to (1) understand how to estimate the
thoroughness of the blending required so that process sampling, analysis,
and control can be accomplished (e.g., chlorination, pH control, or fluori-
dation) and (2) identify those situations where the speed and thoroughness
of blending both have important impacts on process efficiency and effec-
tiveness (e.g., coagulation with AI** or Fe®* or disinfection of secondary
effluent with chlorine). Significant differences in approach result from
these different design objectives.

Because of their large size, virtually all water treatment processes take
place in turbulent flow. As a result, to better understand mixing in water
treatment, it is helpful to gain a conceptual understanding of turbulence.
Thus, before discussing mixing for agitation and blending, the nature of
turbulence is explored briefly below.
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INTRODUCTION TO TURBULENCE

It is helpful to think of turbulent flow as consisting of a cascade of
eddies—more specifically a cascade of energy from large eddies to small
eddies. Kinetic energy imparted to the water through physical action
(a pump, a mixer, falling over a weir, etc.) imparts momentum to large
segments of water, creating the large eddies moving in a direction consistent
with the motive force; however, the structure of water is such that, as these
large eddies move around, their energy is immediately transferred to
smaller eddies. Once the eddies become small enough, inertial forces are
overcome by the viscous nature of water and they can get no smaller. This
cascade of eddies and the significance of the different zones of turbulent
flow are illustrated on Fig. 6-27.

The immediate turbulence resulting from the motion-inducing device
is anisotropic (energy of motion is in one direction or another), but once
the energy from this source has been relayed down to smaller eddies, the
turbulence becomes isotropic (energy of motion is equal in all directions).
The velocity gradients necessary for flocculation (see Sec. 9-6) are present
under both anisotropic and isotropic turbulence, but the large-scale shear
forces responsible for floc breakup are mostly found in anisotropic flow.

{ )QwC OO0

Eddy

Macroscale Microscale
mixing mixing
Motion is turbulent and anisotropic, Inertial subrange not Viscous

energy transport is due to inertial forces, affected by viscous forces, subrange

eddies influenced by design of mixing eddies influenced only by affected

device and level of energy input, the level of energy input by inertial
floc breakup takes place forces

—_
—

Kinetic energy transport
(eddy transfer of momentum)

Large-scale action
sets water in motion

Figure 6-27
Overview of turbulence as it relates to mixing. (Adapted

from Stanley and Smith, 1995.)

large-scale actions that initiated motion

Viscous energy

dissipation

. o o Eddies
Universal equilibrium range, motion is do not form
isotropic and has “forgotten” the in this region

Smallest
Kolmogorov
eddy size, n
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The design of the mixing equipment for flocculation involves a trade-off
between flocculation and floc breakup.

MIXING AND SCALE OF TURBULENCE

The largest eddies start out approximately one-half to one-third the dimen-
sion of the mixing device, and the size of the smallest eddies is determined
by the boundary between turbulent and viscous flow. The size of the smallest
eddy is considered the dividing line between the microscale and macroscale.
In the macroscale, mass transfer takes place both by turbulent diffusion and
molecular diffusion, but turbulent diffusion is dominant. In the microscale,
mass transfer takes place only by molecular diffusion. As more energy is
input to the system, the dividing line between the microscale and the
macroscale becomes increasingly smaller; that is, the smallest eddies get
even smaller. A Russian mathematician named Kolmogorov recognized this
dividing line and suggested that the diameter of the smallest eddy, n, could
be estimated from the amount of energy being dissipated in the system

(Kolmogorov 1941a,b,c):
\)3 1/4
n= <_> (6-136)

€

where m = diameter of smallest eddy, m

v = kinematic viscosity, m?2/s

e = energy dissipation rate at point of interest, J/kg - s
The energy dissipation rate in a mixing vessel, ¢, is not uniform throughout
the vessel, but because energy must be dissipated at the same rate at which
it is input to the system, the overall average rate of energy dissipation, €, is

equal to the power input:
P
£= — (6-137)
M
where &= average energy dissipation per unit mass for vessel, J/kg - s
P = power of mixing input to entire mixing vessel, ]/s

M = mass of water in mixing vessel, kg

CAMP-STEIN ROOT-MEAN-SQUARE VELOCITY GRADIENT
About the same time as Kolmogorov did his work, Camp and Stein (1943)
proposed a similar parameter, the root-mean-square (RMS) velocity gra-
dient G. Camp and Stein proposed that G could be used as a design
parameter for flocculation facilities and that the speed of flocculation is
directly proportional to the velocity gradient. In subsequent studies it was
demonstrated that the direct proportionality that Camp and Stein hypoth-
esized occurred with both metal ion coagulants (Harris et al., 1966) and
polymers (Birkner and Morgan, 1968) at both bench and pilot scale (Harris
etal., 1966).

Camp and Stein (1943) developed a simple equation for G by equating
the velocity gradient to the power dissipated per unit volume (P/V).
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VAV Consider the fluid element illustrated on Fig. 6-28 and the
“T—©forces acting on it. The shear stress in the x—y plane, Ty, is
due to the velocity gradient in the z direction, and the force
exerted on it is given by the expression
V.

d
Force = 1,y Ax Ay = uEvAx Ay (6-138)
’ z

where p = dynamic viscosity of water, N -s/m? and Ax, Ay,
Az are fluid element dimensions on Fig. 6-28. The product of
force and velocity is power, so, using the velocity increment
due to the shear stress in the fluid element, the power per unit
volume can be written as

P Force x velocity i (dv/dz) Ax Ay [(dv/dz) Az] [ dv?
Vo Ax Ay Az B Ax AyAz - dz

(6-139)
where P/V = power dissipated in selected fluid element, J/m? - s

Under turbulent-flow conditions, the velocity gradient is not well defined
and varies both in time and space throughout the flocculation vessel. Camp
and Stein proposed that the velocity gradient, averaged over the volume
of the entire vessel, could be used as a design parameter for floccula-
tion. They named the parameter the RMS velocity gradient. Rearranging
Eq. 6-139 and defining the RMS velocity gradient dv/dz as G,

— | P
G=_|— (6-140)
nwv

where G = global RMS velocity gradient (energy input rate), s !
P = power of mixing input to vessel, ] /s (same as P in Eq. 6-137)
V = volume of mixing vessel, m®

The Camp-Stein RMS velocity gradient G has since become a widely
adopted standard used by engineers for assessing energy input in all kinds
of mixing processes, particularly flocculation, and G is the parameter that
will be used to characterize mixing energy throughout this book.

Example 6-10 Determination of relationship between smallest
eddy size v and G for water at 10°C

Find the relationship between n and G and then produce a semilog plot of this
relationship for water at 10°C and for G values between 1 and 1000 s—1.
At 10°C the kinematic viscosity of water is 1.31 x 106 m2/s. Assume that
all the energy is dissipated uniformly throughout the vessel (e.g., ¢ = ).
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Solution

1. Develop a relationship between n and G.
a. Solving Eq. 6-137 and Eq. 6-140 for P and setting them equal to
each other yields

Mz = Gzp,V
b. Rearranging gives
=2
e =vG
_w_
where v = =M
c. Rearrange Eq. 6-136 to yield
£ = ﬁ
4

d. Assuming e = &, equating the equations from steps b and c yields

=(3)
. {(1.31 ><_1o—6 mZ/S)i|

172

G,s!

2. Substitute values for G between 1 and 1000 s~! in the expression
developed above and plot the results. The required plot is given below.
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One of the principal objectives of mixing, as noted previously, is the
blending of two flows, usually the blending of a small flow of chemical
solution with the much larger flow of the water to be treated. The greater
the difference in the flow of the water to be treated and the flow of the
chemical being blended, the more difficult the blending is to accomplish.
There are two ways that the degree of blending can be assessed: (1) the
uniformity of the concentration of components in solution with time (both
in time and in space) and (2) the time it takes to accomplish a specified
level of uniformity. The uniformity of blending with time and/or space
is generally addressed by specifying an objective for the variation of the
concentration of the chemical to be blended.

In water treatment there are two principal circumstances when blending
is important: (1) blending must be achieved before samples can be taken
for the analysis that confirms that the quality of the blend meets the goals
(e.g., before chlorine residual analysis) and (2) rapid blending must be
achieved with water treatment chemicals that involve irreversible compet-
itive consecutive reactions (e.g., coagulation with alum or ferric chloride
or the breakpoint reactions between chlorine and ammonia described in

Chap. 13).

UNIFORMITY OF BLENDING

When a chemical is to be added to a water stream and blending is required,
there are two tasks that must be addressed: (a) specifying the uniformity
of the blend produced and (b) specifying the magnitude of the task that
the mixer must accomplish. Assessing the uniformity of the blend can be
determined with respect to variations in time and/or space, but it is most
often determined in the context of variation in time. Important variations
in the concentration with time are identified on Fig. 6-29. The standard
deviation is

o= | == © (6-141)

where C; = instantaneous concentration at time ¢, mg/L
C= average concentration mg/L, and
o = standard deviation of the concentration in the stream
n = number of samples of concentration

When the uniformity of the blend is specified, the standard deviation is
usually normalized to the average concentration. This normalized standard
deviation is usually identified as the coefficient of variation (COV):

o
COV = <E> x 100% (6-142)
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where COV = coefficient of variation with time
o = standard deviation of concentration, mg/L
C = average concentration over time, mg/L

An analogous exercise can be used to estimate the quality of a blend in
space, for example, samples taken across the cross section of flow a specified
distance downstream of the point of chemical addition.

The magnitude of the blending that must be accomplished is determined
by the COV that is sought in the design and the segregation of the unmixed
streams. Danckwerts (1952) defined the term intensity of segregation I; as
given by Eq. 6-143 to characterize the state of blending:

om\2
I, = (—) (6-143)

Oy
where I; = Danckwerts’ intensity of segregation
0,, = standard deviation of concentration in blended stream
0, = standard deviation between two streams in unblended
condition

Danckwerts’ intensity of segregation I is a description of the degree to
which the two streams have been blended. The general description of how
completely the streams are blended can be put in the following way:

When /; = 0, the two streams are blended completely.
When /; = 1, the two streams are completely unblended.

The term /; can also be used to specify what a mixing device must accom-
plish. The value of I for a mixer can be determined from Eq. 6-143 if o, is
known and a decision is made on the o,, to be specified.
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The standard deviation between the two unblended streams, ¢,, can be
estimated on the basis of their relative flow rates. When chemical A is being
added to a stream of water, the volume fraction of the chemical solution
being added to the original water stream can be estimated as follows:

Xp = L (6-144)
Qu+Qa
By definition, o -
Xow=1—Xu (6-145)
where Xa = volume fraction of stream containing chemical A in

unblended condition
Qa = flow rate of solution stream of chemical A, m?/s
Q., = flow rate of water stream being treated, m3/s
X, = volume fraction of water in unblended condition

and if it is assumed that a large number of random samples are taken from
the two streams, it can be shown that
Ouwol) = 1/ Xa (1 — XA) (6-146)
where 0oy = standard deviation of concentrations before blending
(expressed as volume fraction)

When designing systems to dose chemicals in a water treatment plant,
concentration data are often more readily available than flow rate data.
A mass balance can be used to relate the flows and concentrations:

QACA = Q,wcdose (6-147)
or
C ose
A _ G (6-148)
Qw CA

where 0Oa = flow rate of feed stream for chemical A, m?/s
Q., = flow rate of water stream being treated, m3/s
Ca = concentration of chemical A in feed stream, kg/ m?
Caose = dose of chemical A to be applied to water stream, kg/ m>
The volume fraction can then be found by substituting Eq. 6-148 into
Eq. 6-144:
~ Cdose
Xp=—-—
CA + Cdosc
The application of the above equations is illustrated in Example 6-11.

(6-149)

TIME REQUIRED TO ACCOMPLISH BLENDING

The uniformity of the blend is important, but the time required to accom-
plish blending is equally important. There are two circumstances where the
time required to meet a blending goal, ¢, is important: (1) when blend-
ing must be complete for purposes of analysis and control and (2) when
blending must be completed rapidly to prevent adverse outcomes.
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Example 6-11 Estimating value of I

A water treatment plant must dose the water with 30 mg/L of alum so
that the coefficient of variation of the blend is 5 percent or less (COV <
5 percent). Estimate the I5 that characterizes the magnitude of the blending
job (the mixer's specification). It may be assumed that the alum solution
has a strength of 651 g/L. Hint: Both o, and o must be on the same
basis. Because oy is estimated as a volume fraction (o)), om must also
be expressed as a volume fraction (oy0)) for Is to be properly determined.

Solution
1. Determine the volume fraction using Eq. 6-149:
_A _ Cdose
Ca + Cgose
As Cp > Cose,
XA ~ Cdose _ 30 mg/'—
Ca 651,000 mg/L

2. Estimate the standard deviation of the concentration using Eq. 6-142:
(Eq. 6-142 is equally valid whether concentration or volume fraction is
used).

=461 x107°

Om(vol)
Xn
Om(vol) = 0.05x 461 x107%=230x10"°

3. Determine the uniformity of the unblended streams. Substituting
4.61 x 10~° into Eq. 6-146 results in the unblended uniformity on
a volume fraction basis (o)

Tu(vol) = \/4.61 x 1075 (1 — 4.61 x 10-5) = 0.00679
4. Determine the intensity of segregation using Eq. 6-143:

L _ (230x10€
*=\ 7000679

COV = 5% = x 100%

2
) - (339 10—4)2 —1.15x 107

Blending time and control

A situation where blending must be complete for purposes of analysis and
control is illustrated on Fig. 6-30. As shown, a simple point discharge is
introduced into a conduit, and the variation of concentration is observed
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Figure 6-30

To achieve reliable
monitoring for control, the
downstream sampling point
must be beyond the point
where uniform blending is
achieved.
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at two sampling points downstream. Sampling at point A, the signal that
is generated would make control very difficult. Sampling at point B solves
this problem, but at the expense of time. Sampling at point B introduces
another control problem, the travel time from point A to point B. When a
chemical feed is simply discharged into turbulent flow in a pipe or channel,
a travel distance of as much as 100 conduit diameters in length may be
required before acceptable blending is achieved. When such travel distances
are not acceptable, a special mixing or blending device is required. The
design engineer needs to know where the blend will be sufficiently uniform
and what may be done if uniformity is not achieved soon enough.

Rapid blending

When irreversible competitive consecutive reactions are involved, it is often
important to accomplish blending rapidly to avoid adverse outcomes. It is
also important that blending be accomplished in a manner that prevents
backmixing (recirculation) so that components already formed do not gain
access to the chemical being added a second time. Put another way, the
two components must be rapidly blended across the flow cross section.
A relatively simple model for characterizing situations where rapid mixing
is important was proposed by Toor (1969). Toor proposed that reactions
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be broken into three classes:

17
t—k > 1 (slow reaction) (6-150)
b
17
t_k ~ 1 (moderate reaction) (6-151)
b
17
t—k < 1 (fast reaction) (6-152)
b
where ¢ = time characteristic of reaction of interest, e.g., reaction

half-life, s
{ = time characteristic of blending, e.g., time required to achieve
COV < 5 percent, s

For slow reactions (# > ), blending is generally accomplished at the
molecular level before the reaction of interest makes significant progress.
With moderate reactions (# ~ #,), the reaction occurs at the same pace as
blending, and with fast reactions (4 < #,) the state of the reaction at any
moment in time is limited by the remaining segregation, that is, the degree
to which the blending is not yet complete. To make deliberate decisions
about rapid blending, information must be available on both the time
characteristic of the reaction ¢ and the time characteristic of mixing ¢.

Toor recognized that comparing 4 and #, alone is not enough to make
sound decisions about the importance of rapid blending. For example,
when a simple, reversible reaction with no competitive side reactions is
being considered, the outcome will be the same no matter how fast is the
blending. The outcome of fast, competitive, consecutive, poorly reversible
reactions can be markedly influenced by the time of blending. Consider
the following competitive, consecutive model reactions (Toor, 1969):

A+B—LR (6-153)
A+R—2,8 (6-154)

Consider the case where a concentrate of chemical A is being added to a
dilute solution of chemical B and the objective is to produce product R,
that is, S is considered an undesirable by-product. When mixing is slow
(& > &), B is soon depleted in the A-rich zones of the mixture and the
formation of S is favored. When blending is fast (¢ < ), the formation of
R is favored unless too much A is added.

The time characteristic of blending # increases with the scale of the
water stream being treated. For example, in a 0.007- to 0.03-ML/d pilot
plant, # ranges from 0.1 to 1 s. Whereas in treatment plants with capacities
of 10, 100, and 1000 ML/d, with efficient blending, ¢, is on the order of 3,
10, and 30 s, respectively. When rapid blending is expected to be important,
large-scale testing is important.
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6 Principles of Reactor Analysis and Mixing

Blending assessment of some typical reactions

Example Reactions

Coagulation with Fe3+
or AR+

pH adjustment
CaCO03 nucleation
HOCI/NOM to DBPs

Chlorine hydrolysis

Chlorine/ammonia
(high Cl,/N)

Chlorine/ammonia
(low Cl,/N)

HOCl/coliform
HOCI/Giardia
HOCI/Cryptosporidium

Is Rapid
Blending Initial blending
Time, s Important? Comments
<0.3 Yes Fast, poorly reversible, competitive,
consecutive
«1 No Fast, easily reversible
~20 Perhaps Somewhat fast, poorly reversible
~90,000 No Very slow, not reversible, competitive,
consecutive
0.06 Yes Fast, easily reversible, Cl, has low
solublity
<0.1-2000 Yes Fast in early stages, poorly reversible,
competitive, consecutive
10,000-1,000,000 No Extremely slow, poorly reversible,
competitive, consecutive
~10 No Fast, persistent residual kill
~200 No Slow, persistent residual kill
~90,000 No Slow, persistent residual kil

Several reactions commonly encountered in the treatment of drinking
water are summarized in Table 6-6. Three reactions are discussed further
below: (1) the addition of sulfuric acid to reduce the pH, (2) the reaction
of chlorine with NOM, and (3) the reaction of chlorine with ammonia to
form chloramines:

1. pH adjustment with HySO,4. This reaction is extremely fast (4 < #).

The reaction is also reversible. The time of blending will control the
apparent rate of the reaction, but the outcome will be the same for
any reasonable mixing time. Thus, it is only important that blending
be complete before the water is sampled and analyzed for pH or
before another reaction is introduced, which depends on the pH goal
being sought.

. Chlorination of NOM to form DBPs. Though hardly simple, the reaction

of chlorine with NOM is generally regarded as slow. The time for
completion is generally 10 to 20h or more. The time of blending
is rarely more than a few minutes. Thus, 4 > #,, and this is a slow
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reaction where the speed of initial blending would not be of great
importance.

3. Reaction of chlorine with ammonia to form chloramines. These reactions
are discussed further in Chaps. 8 and 13. They consist of a series of
competitive, consecutive reactions some of which are very fast and
many of which are poorly reversible (Saunier and Selleck, 1979; Wei
and Morris, 1974). Consequently, blending can and does have a great
impact on the outcomes achieved.

All the discussion so far has been concerned with managing the disper-
sion created by the turbulence at the macroscale (turbulent diffusion) to
accomplish a specified level of blending. When rapid blending is being
pursued for the purposes of facilitating chemical reactions, blending must
be accomplished to the molecular level. Consequently, diffusion must be
responsible for transport of the treatment chemical within the microscale.
The time scale that is required for this transport into the smallest eddies
can be estimated by using the following expression (Crank, 1979):

_ 3R?
=D

where {; = time for molecules to diffuse in or out of eddy, s

tq (6-155)

R = radius of eddy, m
D, = liquid diffusivity of chemical molecule (~107 m?/s)

Earlier in this section it was shown that eddy size is influenced by the energy
input and that the eddy diameter is equal to the Kolmogorov microscale 0,
introduced previously in the earlier subsection on mixing and the scale of
turbulence (Logan, 1999). Hence the radius of the smallest eddy is equal
to half of n:

Ravg = %n (6-156)

where R,y = radius of smallest eddy, m

Expressing energy input in terms of the Camp—Stein G and combining
Egs. 6-136, 6-137, 6-140, and 6-155, it can be demonstrated that the product
Gt, that must be sustained to ensure that mixing occurs throughout the
microscale can be calculated as shown below for 10°C:

_ 3v _ 3x1.31x105m?/s

Gly = =~ : — 246 6-157
= 16D, 16 x 10-9 m2/s (6-157)

Obtaining the engineering data necessary for the design of a mixing device
using intensity of segregation I, is not very easy for the following reasons:
(1) most of the work on specification of blending has been done in the
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Design of Mixers
to Achieve a
Specified Blend

Table 6-7

6 Principles of Reactor Analysis and Mixing

chemical engineering field, (2) even in that field the important blending
problems are in laminar flow in liquids and turbulent-flow studies are
largely limited to combustion, and (3) the mixing devices used in chemical
engineering are designed to handle much smaller flows.

As a result, environmental engineers more commonly rely on mixing
devices that are designed to achieve a certain intensity of mixing (G)
rather than mixing devices designed to produce a specified quality of mix
(COV < 5 percent) (Kawamura, 2000). Several of the devices that are
commonly used are described in Table 6-7 and illustrated on Fig. 6-31.
The advantages and disadvantages of the various devices are also noted in
Table 6-7.

Nevertheless, design data for the intensity of segregation approach are
available for some devices. In the remainder of this chapter, the limited
design data available are used to highlight some key design issues.

The design of mixers to achieve a specified blend is discussed briefly below.
The design is based on the principles described earlier and published
statistics on four mixing devices that are useful for blending for control
or rapid mixing in small facilities. Unfortunately, design information is
not available for devices used for the rapid mixing of flow streams, which

Rapid mixing devices that avoid or minimize backmixing

Mixing Device

Centerline diffuser

Venturi injector

Static mixer

Axial pumped jets

Lateral pumped jets

Conventional stirred
tanks

Upper Flow
Advantages Disadvantages Limit, ML/d?
Simple, reliable, inexpensive, Turbulence is essential 5
data for Eq. 6-158 available
Simple, reliable Data for Eq. 6-158 not 30
available, subject to clogging
Simple, reliable, data for Expensive, subject to clogging 100
Eqg. 6-158 available
Can be simple, reliable Data for Eq. 6-158 not 100
available, subject to clogging,
some backmixing
Can be simple, reliable Data for Eq. 6-158 not 150
available, subject to clogging
Familiar, can be effective at Expensive to maintain, high 150
blending energy costs, extensive

backmixing

aApproximate upper limit for efficient mixing in reasonable time. Above these limits, multiple units in parallel are

recommended.



6-10 Mixing Theory and Practice

Portion of influent
flow used to disperse
chemical into bulk flow

Chemical
Rapid
mixing
Pump m
QL
Water to be mixed @ Mixed water
with chemical and chemical
Diffuser
plate
(a)
Chemical
Mixed water
and chemical

Water to be mixed In-line vanes result

with chemical in turbulence and
rapid mixing

(b)

Diverging section
Chemical  allows for pressure
recovery and mixing

Converging section results
in increased fluid velocity

Water to be
mixed with
chemical
T . e
Mixed water
and chemical
Low pressure in
throat section draws
in chemical
(c)
Figure 6-31
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are the size of those found in the larger full-scale water treatment plants.
For these designs, empirical rules are generally used, although there is
increasing interest in applying computational fluid dynamics (DuCoste and
Oritz, 2003). Despite these limitations, the illustrative calculations are given
here because they demonstrate important features regarding the scalability
of rapid mixing.

Godfrey (1985) proposed the following related rules for modeling a
variety of mixers that operate in the centerline of pipe flow: (1) a centerline
discharge, (2) a Kenics static mixer, (3) a Koch static mixer, and (4) a pipe

with trapezoidal baffles:
- N
(_) = (-) (6-158)
Ou/ AR=L/D Ou/ AR=1

where (04/04)AR=1/p = 0/0, achieved by mixer with length-to-width
ratio (aspect ratio, AR) equal to L/D
(04/0u)AR=1 = 0;/0, achieved by mixer with aspect ratio of unity
L =length of mixer, m

D = diameter of mixer, m
L
(MWH)AR=1/D = D (Mn)AR =1 (6-159)

where  (Mm)ar=r/p = number of velocity heads lost through mixer with
aspect ratio equal to L/D

(MWm)ar=1 = number of velocity heads lost through mixer with
aspect ratio of unity

Godfrey (1985) reported values for (0,/0,)ar=1 and (Mm)ar=1 for four
mixing devices as shown in Table 6-8.

Equation 6-159 can be used to estimate the L/D of the mixing device
required to meet a specified level of uniformity, (0,0,)Ar=1,p, and Eq. 6-158
can be used to estimate the head loss that will occur through the device.
The mixing time required to meet the specified level of uniformity, ¢, is
the time it takes for the water to pass through the mixer and is determined
from the velocity of flow and the length of the mixer.

Table 6-8

Performance and design parameters for mixing devices
Mixing Device (ob/ou)AR=1 (NVH)AR=1
Pipeline 0.95 0.02
Koch static mixer 0.21 3.8
Kenics static mixer 0.63 2.0

Trapezoidal baffles 0.38 6.6
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Example 6-12 Design of static mixer to achieve specified
degree of blending

A pilot plant is to be designed to add 30 mg/L of alum to a design flow
of 5 L/min. The blend specification is that COV < 5 percent. Estimate the
length of a static mixer required for this degree of blending. Use a design
velocity of <2 m/s. Assume that the mixing device inserts come in units
1.5 diameters in length and are available in diameters of 12.5 and 20 mm.
Use a whole number of inserts to achieve a reasonable safety factor. Finally,
estimate the length of time required for the water to achieve the required
degree of blending and the head loss through the mixer.

Solution
1. Determine the mixer diameter using a design velocity <2 m/s:
a. The area of the pipe is
Q
Avipe = Vv
(5 L/min) (1 m?/1000L)

_ _ 5.2
~ (2m/s) (60 s/min) = 417107 m

b. The corresponding pipe diameter is

q -5 m?2
dpipe:\/“p'pe:/““'”“o M 0.0073m = 7.3 mm

T T

A pipe diameter of 12.5 mm (0.5 in.) is about the minimum
practical size to use in a pilot plant. Choose Diixer = 12.5 mm.

2. Determine the number of mixer inserts:
a. From Example 6-11, the value of the intensity of segregation
Uslmixer is 1.15 x 10=7. Thus, from Eq. 6-143,

("_b> — V115 x 107 = 3.39 x 10~
mixer

Oy

Substituting into Eqg. 6-158, yields

—

339x10%=(021)"" and —==5.12

O
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b. According to the problem statement, these mixing devices come
with standard length inserts of L/D = 1.5. One mixer insert will
provide L/D = 1.5. Four will provide L/D = 6. Use four inserts.

3. Estimate blending time t, to meet the blend requirement:
a. The total length of the mixeris 4 x 1.5 x 0.0125 = 0.075 m. The
velocity v in the mixer will be

5 L/min) (1 m3/1000 L
v:%: ( )( ; ) =0.679m/s
[ x (0.0125 m)*/4] (60 s/min)

b. The blending time is

0.075 m
tm = m = O].]. S

4. Determine the total head loss:
a. The velocity head is

. v (0.679 m/s)’
Velocity head = 2= m =0.0235m
b. From Gray's data,

[NVH]AR=1 =338
The total head loss is
AH =0.0235 x 38 x6 =054 m

Comment

[t seems practical to meet this blending specification with t, ~ 0.1 s at the
small scale of this pilot plant. Further analysis will show that using the same
static mixer takes much more time and head loss at full scale.

Design of Equation 6-158 along with the (0;/0,)ar=1 value for flow in a straight
Blending for pipe or channel can be used to estimate the blending requirements for
Process Control process control. However, the value of (0,/0,)ar=1 given above is an

approximation, and field measurement can often provide a more accurate
estimate. Likewise, field measurements of the blending being achieved in
a channel can be used to evaluate alternatives for remediating control
problems.
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Example 6-13 Blending to achieve process control

In a large water treatment plant with a flow of 200 ML/d, hydrofluosilicic
acid is added to the product water. The acid is added, with mixing, at the
beginning of a 100-m (328t) channel and the fluoride residual is monitored
23m (75 ft) downstream of the point of addition. Unfortunately, the COV of
the fluoride signal at the monitoring point is unacceptably high for control
purposes (25 percent). Estimate how far down the channel the sample
point would have to be moved to meet a COV criterion of 5 percent. Also
estimate the water travel time between the point of fluoride addition and
the point of fluoride analysis. The hydrofluosilicic acid solution has a fluoride
concentration of 220 g/L. Hint: It is possible to estimate [Is]nixer bY assuming
that segregation will decline as the water flows down the channel as it would
in a pipe. The channel has a depth of 3 m. The depth should be used as D
in Egs. 6-157 and 6-158. The width of the channel is also 3 m.

Solution

1. Using Eqg. 6-142, the COV downstream of the old monitor
(COVyid monitor)  @nd the COV downstream of the new monitor
(COView monitor)  Can be used to relate the standard deviation
downstream of the old monitor (oqq monitor) t0 the standard deviation
downstream of the new monitor (cnew monitor):

e 0
COVnew monitor _ (6"9‘” monltor/C) x 100% _ Onew monitor
COVold monitor <(yo|d monitor/6> x 100% Oold monitor

Thus
Onew monitor __ COvnew monitor 5% 0.2

Oold monitor COVold monitor 25%

2. Estimate the required length L:
a. Estimate the L/D value using Eq. 6-158:

L/D
ou/ pR=L/D ou/ pR=1

(@) __ Onew monitor __ 0.2
Ou/AR=L/D  Oold monitor

02— (@) _ 0.9540
AR=1

Oy
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Taking the logarithm of both sides and rearranging,

E _ —0.699
D~ -0.0223
b. The required length L is

L=314x3=94m

Thus, the sampling point will have to be moved 71 m (94 - 23)
downstream from the current monitoring point.

=314

3. Estimate the water travel time, t}:

a. Estimate the velocity in the channel:
o (200ML/d) (1 m3/1000 L) (106 L/1 ML)

A 3mx3m
=2.2 x 10* m/d = 15.4 m/min

b. The blending time is

L 09%m
v~ 15.4 m/min

tp = = 6.1 min

Problems and Discussion Topics

6-1

6-2

6-3

6-4

Derive the solution to mass balance equations for the second- and
nth-order reactions occurring in a CMBR.

A second-order irreversible elementary reaction 2A — products is
carried out in a batch reactor. For a certain set of conditions, it
is found that it took 20 min for a reaction to reach 60 percent
completion. What would be the time required to reach the same
degree of completion if (a) the initial concentration of A were
doubled and (b) the reaction rate constant were doubled?

A first-order reaction A — products is to be carried out in a CMFR.
The reaction rate constant was determined to be 1.0 h~!. What is the
residence time required for 90 percent conversion of the reactant
provided there are no changes in temperature and density of the
system?

A given reactant decomposes in water with a second-order rate
constant of k= 0.43 L/mol-s. If a feed stream with an initial
concentration of 1.0 mol/L is passed through a CMFR at the rate of
0.1 m?/s, what will be the reactor volume required for 90 percent
decomposition of the reactant?



6-6

6-8

6-9

6-10

Problems and Discussion Topics

If two CMFRs in series each having one-half the volume calculated
in Problem 6-4 were used, what would be the resulting percent
decomposition of the reactant?

Derive and solve the differential equation that can be used to
describe the effluent concentration leaving a CMFR for a first-order
reaction. Assume G} = (.

Rearrange the solution obtained in Problem 6-6 and solve for
the time (expressed as multiples of the hydraulic detention time)
required after startup such that the effluent concentration is within
1 percent of the steady-state value Cuo:

C—Cx

<0.01

Plot the time required to achieve the above criteria versus the ratio
of the steady-state concentration to the influent concentration. Is
there a maximum time?

A reaction follows the rate expression of r = —kC!®. The feed
concentration is 1 mol/L and the reaction rate constant k was deter-
mined to be 1.0 (L/mol)!/?/h. For a flow rate of 100 L/h, compute
the volume requirement for a CMBR at 95 percent conversion if
the down time for the CMBR is 1 h between batches? What is the
volume requirement for a CMFR at 95 percent conversion? What is
the volume requirement for a PFR at 95 percent conversion?

If A — products follows a second-order reaction mechanism, what
is the volume requirement for a CMFR as compared to a PFR for
95 percent conversion of A? How could the volume efficiency be
improved?

Because of the ease of construction and operation of a CMFR, its
use is sometimes preferred over a PFR. For the following conditions,
indicate the preferred reactor (PFR or CMFR), where an additional
CMFR volume requirement of 25 percent is acceptable. Justify each
answer by computing the volume requirements for the CMFR and
PFR under each condition presented in the table below.

Reaction Degree of Completion

Order of Reaction, % PFR CMFR
2 99
1 99
0 99
0 10
1 10
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6-12

6-13

Reaction Degree of Completion

Order of Reaction, % PFR CMFR
2 10
0 40
1 40
2 40
1 40

Explain graphically using a plot of —1/r versus concentration of
reactants as a function of time why the PFR is more efficient in
terms of volume requirements than the CMFR when the order of
the reaction is greater than zero. Also show graphically why a large
number of equal-volume CMFRs connected in series can achieve the
same volume efficiency as a PFR.

The following kinetic data were obtained to determine the order of
reaction with respect to one reactant. Determine the reaction order
thatyields the best fitand estimate the rate constant for the reaction.

Time, min Concentration, mg/L

40.00
31.50
21.50
17.85
12.16
10.08
6.84
5,25
4.30
2.95
2.42

QWOVWoO~NOOT P WN - O

—_

The reaction A — B is autocatalytic (i.e., the product itself is also
participating in the reaction), yielding a rate expression of the form

ra(mol/L - min) = —kCy Gy k = 0.05 L/mol - min

a. Calculate the residence time required in a CMFR at steady state to
achieve 80 percent conversion of A when the feed concentration
of A and B are 2 mol/L and 0.05 mol/L.

b. Because the reaction follows second-order kinetics, a PFR should
in theory yield a lower residence time and thus require a smaller
reactor volume than a CMFR. Is a PFR preferred over a CMFR
for the case of an autocatalytic reaction? State clearly the reasons
for either recommending or not recommending a PFR, based
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on a plot of —1/75 versus concentration. What combination of
reactors will result in the smallest volume?

6-14  Derive the exit age distribution for n reactors (tanks) in series.

6-15 Calculate the effluent concentration C using the DFM for a second-
order reaction in the case of a closed reactor. Assume Pe = 0.4,
© =10 min, k£ = 0.05 L/mg - min, and ¢y = 2000 mg/L.

6-16  Consider a PFR in which the conversion (extent of reaction) is 99.5
percent for a first-order reaction.

a. Whatwould be the conversion in a completely mixed flow reactor
of the same volume?

b. What would be the conversion in that reactor if the dispersion
number E/vl. = 1?

c. What would the conversion be if the length was doubled but the
residence time remained the same? (Assume E is the same as the
original.)

d. What would the conversion be if the length was halved and the
residence time remained the same? (Assume E is the same as the
original reactor.)

e. Suppose it is desired to obtain 95 percent conversion in this
nonideal reactor system with £/vL = 1. How many times larger
than the volume of a PFR would be needed in the real reactor?

6-17 Rework Problem 6-16 for second-order kinetics.

6-18 Derive the expression to obtain the effluent concentration for n
reactors (tanks) in series for a second-order reaction.

6-19 The following concentration data expressed in mg/L were obtained
from tracer studies conducted on five different reactors. For a given

reactor (to be selected by the instructor), plot the tracer curve, the
normalized RTD curve, and the cumulative RTD curve.

Time, min Reactor 1 Reactor 2 Reactor 3 Reactor 4 Reactor 5

0 0 0 0 0 0
10 0 2 0 0 0
20 1 54 0 0 0
30 2 8.4 0.1 0 0
40 5.1 11.4 0.2 0 0
50 8.9 13 0.5 0 2
60 11.2 12.1 6.3 0 6.2
70 10.5 9.3 15.2 4.5 13
80 9.2 7.2 18.1 9 10.4
90 8 5.2 8.5 14.1 5.1

100 6.5 3.6 3.2 15.6 2.8
110 5 2.5 1.8 12.9 1.1

120 33 1.4 1.2 9.2 0.5
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6-20

6-21

6-22

6-23

6-24

Time, min Reactor 1 Reactor 2 Reactor 3 Reactor 4 Reactor 5

130 2 0.9 0.8 5.3 0.4
140 14 0.4 0.6 2.3 0.1
150 0.8 0.1 0.3 1.1 0
160 0.4 0 0.2 0.8 0
170 0.2 0 0.2 0.5 0
180 0 0 0.1 0.2 0
190 0 0 0 0.1 0
200 0 0 0 0 0

Using the data provided in Problem 6-19, compute the dispersion
number, Peclet number, and equivalent number of tanks in series
for the selected reactor (to be selected by the instructor). Plot the
results of the single-parameter model and compare to the actual
data.

Using the tracer data (to be selected by the instructor) provided
in Problem 6-19, calculate the expected effluent concentration
using the TIS model assuming a first-order reaction rate constant
k=0.2 min~!.

Using the tracer study results given in Problem 6-19 (reactor data
to be selected by the instructor), determine the expected effluent
concentration using the SFM. Assume a first-order reaction with the

rate constant k = 0.2 min~.

For areaction A — P, ¢y = 100 mg/L:

a. Calculate the rate constants for first- and second-order kinetics
assuming a PFR with the same detention time calculated in
Problem 6-19 and an effluent concentration C = 0.5 mg/L.

b. Using figures developed for the DFM, calculate the expected
effluent concentrations for first- and second-order kinetics. Use
the rate constants determined in (a) above and the Pe number
determined in Problem 6-20.

c. Calculate the expected effluent concentration for first- and
second-order kinetics using the TIS model. Use the rate constants
determined in (a) above and the tank number determined in
Problem 6-20.

d. Calculate the expected effluent concentration at steady state for
the SFM using second-order kinetics and the rate constants in
(a) above.

Consider an open channel with the following characteristics: (a)
depth = width = 2 m, (b) depth = width = 2.5 m, and (c) depth =
width = 8 m. The flow rate is 4 m3/s and the detention time is 60 s.
If a first-order irreversible reaction is occurring with a rate constant
equal to 0.1 s7!, determine the expected effluent concentration
C/(y for the various channel widths. Comment on the impact of
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6-26

6-27

Problems and Discussion Topics

increasing the aspect ratio on reactor performance. Use Eq. 6-113
to estimate the dispersion factor. Assume the kinematic viscosity of
water is 1.003 x 1076 m?/s.

For a reactor with a length of 25 m, depth of 3.5 m, flow rate of
2.5 ms/ min, and width of 2, 3, 4, or 5 m (to be selected by the
instructor), estimate the dispersion number, hydraulic detention
time, and 619 value. Assume the kinematic viscosity of water is
1.003 x 1075 m?/s.

Using the following dose—response data for a particular microor-
ganism found in a water supply, apply the SFM to the reactor from
Problem 6-19 (to be selected by the instructor) to estimate the
effluent concentration:

Exposure Number of Organisms
Time, min Remaining, No./100 mL
0 100,000

10 10,000

20 1,000

30 100

40 10

50 1

60 0.1

70 0.01

80 0.001

90 0.0001

A treatment plant has been designed with the capability to add
hydrofluosilicic acid. The mixer installed at the point of chemical
addition is warranted to achieve a COV of <5 percent across the
cross section of flow at the point where the automatic analyzer
draws samples for analysis. In a performance test during plant
startup (commissioning) samples were taken at nine representative
points across the cross section and the results are reported below.
Determine if the mixer is meeting its specification.

Sample Point Fluoride, mg/L

1.02
1.20
0.95
0.90
1.10
0.85
0.95
0.98
0.95

OO NOOTH~ wWwWN -
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6-28 A water treatment plant is to be designed to add 30 mg/L of alum
that has a strength of 651 g/L to a design flow of 50 ML/min. The
blend specification is for a COV value of < 5 percent. Estimate the
length of a Koch static mixer required for this application. Use a
design velocity of 2 m/s. Assume that the mixer inserts come in units
1.5 diameters in length and are available in diameters of 12.5 and
20 mm. Use a whole number of inserts to achieve a reasonable safety
factor. Finally, estimate the length of time required for the water to
achieve the mixing and the head loss through the mixer.

6-29  Derive Eq. 6-146 for o, the standard deviation of the volume fraction
of two unmixed streams. Hint 1: Assume that 1000 samples are taken
at random from the two streams and calculate the standard deviation
of each. Hint 2: Samples drawn from Q, will have a volume fraction
equal to 1, whereas samples drawn from Q, will have a volume
fraction of Q, equal to 0.
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Terminology for Mass Transfer

Term Definition

Absorption Process in which a solute is transferred from one
bulk phase and is homogeneously spread
throughout another bulk phase (as opposed to
collecting at the interface between phases. See
which is Adsorption).

Adsorbent Solid phase onto which a solute accumulates
during the process of adsorption.
Adsorption Process in which a solute is transferred from one

bulk phase and accumulates at the surface of
another phase (such as a solid surface), resulting
in an increased concentration of molecules in the
immediate vicinity of the surface (in contrast to

absorption).
Air stripping Transfer of volatile components from water to air.
Batch system System with no flow in or out during the mass

transfer operation. Typically, two phases are
brought together, mass transfer is allowed to
proceed until nearly at equilibrium, and then the
phases are separated.

Brownian motion Random motion of solute molecules or particles
caused by collisions with solvent molecules.
Co-current flow Process in which two phases (e.g., liquid and gas,

water and powdered activated carbon) contact
each other with their mass flow in the same
direction.
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Definition

Continuous contact
operation

Countercurrent flow

Cross flow

Desorption

Diffusion

Diffusion coefficient

Diffusivity
Extracting phase

Flow-through system

Fluid—fluid process

Fluid—solid process

Mass transfer

A process in which two phases are in continuous
contact with each other from the inlet to
the outlet of the system, with continuously
changing concentrations in each phase as a
function of position (e.g., a column filled
with adsorbent, a countercurrent packed
tower, etc.).

Process in which two phases (e.g., water and air)
contact each other with flow in opposite
directions, with contact either in stages or
continuously.

Process in which two phases (e.g., water and air)
contact each other with flows perpendicular to
each other.

Mass transfer process involving the removal of
substances from an adsorbent surface.

Mass transfer process in which solute molecules or
small particles are transported from a region of
high concentration to a region of lower
concentration as a result of Brownian
motion.

Parameter that relates proportionality of the flux of
a solute in a solvent to the concentration
gradient. Frequently used synonymously with
diffusivity.

Used as a synonym for diffusion coefficient.

Phase to which compounds are transferred in water
treatment (e.g., gas phase for stripping, liquid
phase for absorption, solid phase for adsorption
or ion exchange).

System in which one or both phases flow
continuously through it during the mass transfer
operation.

Mass transfer process in which fluid is in contact
with another fluid (e.g., air and water in a
stripping tower).

Mass transfer process in which fluid is in contact
with a solid (e.g., packing), operated as fixed or
fluidized beds.

Transport of components (molecules, particles,
etc.) from one location to another (typically from
one phase to another).
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Term Definition

Staged operation Mass transfer system in which two phases contact
each other in discrete steps. Typically, the two
phases are completely mixed with each other in
each stage, and then separated before being
sent to the next stage, where they are remixed
(often with the two contacting phases traveling in
different directions).

Solute Dissolved substance.

Solvent Liquid in which other compounds (solutes) are
dissolved.

Sorption General term for the many phenomena commonly

included under the terms adsorption and
absorption when the nature of the phenomenon
involved is unknown or indefinite.

Stripping Removal of a component from one phase by
transfer to another (such as air stripping, see
above)

Several water treatment processes involve the transfer of material from one
phase to another (i.e., from liquid to gas, or liquid to solid). Aeration and
air stripping (Chap. 14), adsorption, (Chap. 15), ion exchange (Chap. 16),
and reverse osmosis (Chap. 17) are all processes that involve mass transfer
between phases. In these processes, the contaminant removal efficiency,
the rate of separation, and/or the size of the equipment can be governed
by the rate of mass transfer.

Mass transfer, in the broadest possible definition, is the movement of
matter from one location to another, and the rate at which this occurs can
be the governing factor in treatment processes. Consider a contaminant
removal process that relies on an instantaneous reaction at a surface. Since
the reaction is instantaneous, the rate at which the contaminant is degraded
is controlled not by the rate of the reaction but by the rate at which the
reactants can be transported to the surface. Such a process is called mass
transfer limited.

Mass transfer is a complex topic. Books have been written about the topic
and the chemical engineering curriculum at many universities includes an
entire course in mass transfer. This chapter focuses on key principles that
are relevant to environmental engineering and water treatment processes.
Topics discussed in this chapter include an introduction to mass transfer,
molecular diffusion and diffusion coefficients, models and correlations for
mass transfer coefficients, operating diagrams, and mass transfer across a
gas—liquid interface with and without chemical reactions.
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7-1 Introduction to Mass Transfer

To introduce the subject of mass transfer, the concept of flux and the
fundamental equation for mass transfer are introduced in this section.

In mass transfer operations, the movement of matter is measured as flux.
Mass flux is defined as the amount of material that flows through a unit

area per unit time:
m

o= (7-1)

where ]y = mass flux of solute A across an interface, mg/mQ-s
m = mass of solute A, mg
A = area perpendicular to the direction of flow, m?

t = time, s

Because flux is defined per unit area, it is an intensive property (intensive
properties, like concentration or temperature, do not depend on the size
of the system). Thus, for two systems with the same mass flux, the system
with the larger amount of area will have more mass transfer. Mass flow is
the product of the flux and the area:

My = AA (7-2)

where M, = mass flow of solute A, mg/s

As will be seen later in this chapter, increasing the surface area is a key
method for increasing the rate of mass transfer (and hence, increasing the
efficiency of a separation process that relies on mass transfer).

In some cases (principally membrane processes), the material moving
across the interface is measured in units of volume instead of mass, and
the corresponding flux is called a volumetric flux instead of a mass flux.
An example of units for a volumetric flux is L/ mZ.s. Other situations
are best described with molar units, where the units of molar flux are
mol/m?-s. Molar fluxes can be converted to mass fluxes by multiplying by
the molecular weight.

Mass transfer occurs in response to a driving force. Forces that can move
matter include gravity, magnetism, electrical potential, pressure, and others.
In each case, the flux of material is proportional to the driving force.

In environmental engineering, the driving force of interest is a concen-
tration gradient or, in more general terms, a gradient in chemical potential,
or Gibbs energy. When a concentration gradient is present between two
phases in contact with each other or between two locations within a sin-
gle phase, matter will flow from the region of higher concentration to the
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region of lower concentration at a rate that is proportional to the difference
between the two concentrations, as given by the following equation:

Ja =k (AGY) (7-3)

where Ja = mass flux of component A, g/m?-s
k; = mass transfer coefficient, m/s
A Cy = difference in concentration of component A, mg/L

Equation 7-3 has only two components (the mass transfer coefficient and
the concentration gradient), and while this equation seems simple, it has
profound implications for many treatment processes. The bulk of the
rest of this chapter is devoted to the examination of variations of this
equation. The next four sections are devoted to development of the mass
transfer coefficient and models that describe mass transfer. Following that,
Sect. 7-6 will explore how operating diagrams can be used to describe the
concentration gradient, and the last two sections describe mass transfer
across a gas—liquid interface.

7-2 Molecular Diffusion

Brownian Motion

In the previous section, it was noted that mass flux is the product of a mass
transfer coefficient and a driving force (see Eq. 7-3). A special case of mass
transfer is molecular diffusion, in which solute molecules or particles flow
from a region of higher concentration to a region of lower concentration
solely due to kinetic energy of the solution molecules, that is, when no
external forces are present to cause fluid movement. Molecular diffusion
is a fundamental concept in many mass transfer problems. Although mass
transfer coefficients are often determined using empirical correlations, the
correlations are based on models of mass transfer that in turn depend on
molecular diffusion at some level, and the diffusion coefficient will be a
required parameter. As a result, an understanding of molecular diffusion
is a necessary part of an understanding of mass transfer. Several important
concepts related to molecular diffusion, including Brownian motion, Fick’s
first and second laws, and the Stokes—Einstein equation, are described in
this section.

Brownian motion is the random motion of a particle or solute molecule
due to the internal energy of the molecules in the fluid. As a result
of this internal thermal energy, all molecules are in constant motion. A
solute molecule or small particle suspended in a gas or liquid phase will
be bombarded on all sides by the movement of the surrounding gas or
liquid molecules. The random collisions cause unequal forces that cause
the solute molecule to move in random directions. The random motion
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caused by these collisions is called Brownian motion after Robert Brown,
who described it (Brown, 1827).

In a completely quiescent fluid, molecular diffusion by Brownian motion
will cause matter to flow from regions of high concentration to regions
of low concentration. If Brownian motion is strictly random, how does it
result in the movement of matter in a specific direction defined by the
concentration gradient? That question can be answered by considering the
probability associated with the movement of groups of molecules. Consider
a beaker containing water in which one drop of a blue dye has been placed.
Molecules, both water molecules and dye molecules, are randomly moving
in all directions. An imaginary boundary in the solution, as shown on Fig. 7-1,
has a greater concentration of dye molecules on one side than the other. In
response to completely random movement, the rate at which dye molecules
cross the boundary in each direction is proportional to the number of
dye molecules on each side; that is, the more dye molecules present, the
more that can randomly cross the boundary from that direction. The net
result is a bulk movement from concentrated regions to dilute ones. Net
movement of dye molecules across any particular interface ceases when the
concentration is the same on both sides. In this way, molecular diffusion
stops (although Brownian motion continues) when the dye is uniformly
distributed throughout the beaker; that is, the concentration is the same
everywhere. When the concentration is the same everywhere, the solution
in the beaker has reached equilibrium.

With Brownian motion as a foundation, molecular diffusion can be
described by Fick’s first law (Fick, 1855):

Ja= _DABE (7-4)
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Figure 7-1

Mechanism by which
Brownian motion leads to
diffusion. The left side has
about 4 times as many dye
molecules, consequently
about 4 times as many
pass the interface from left
to right compared to the
number passing in the other
direction.

Fick’s First Law
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where Ja = mass flux of component A due to diffusion, mg/mQ .S
Dyp = diffusion coefficient of component A in solvent B, m?/s
Ca = concentration of component A, mg/L
z = distance in direction of concentration gradient, m

The term dCa/dz is the concentration gradient, that is, the change in
concentration per unit change in distance. The negative sign in Fick’s
first law arises because material flows from regions of high concentration
to low concentration; thus, positive flux is in the direction of a negative
concentration gradient.

The diffusion coefficient describes the proportionality between a mea-
sured concentration gradient and the measured flux of material. Typical
values of diffusion coefficients for solutes in gases and liquids are as follows:

Liquids: ~10719 t0 107 m?/s (107° to 107> cm?/s).
Gases: ~107% to 107> m?/s (1072 to 10~! cm?/s).

Strictly speaking, Fick’s first law describes the flux of component A with
respect to the centroid of the diffusing mass of solute. In other words, Fick’s
first law describes the rate of diffusion from a relative point of view; if the
fluid is moving, the mass transfer due to diffusion is superimposed on top
of, or in addition to, mass transfer due to the movement of the fluid.

The mass flow of component A due strictly to advection (in the absence
of diffusion) may be written as

My = QCy (7-5)

where M, = mass flow of solute A due to advection, mg/s
Q = flow rate of fluid, m?/s

In terms of flux, the mass flow is divided by the perpendicular area:
C,
=2 v (7-6)

where ]y = mass flux of component A due to advection, mg/m?-s
A = cross-sectional area perpendicular to direction of flow, m

v = fluid velocity in direction of concentration gradient,
where v= Q/A

2

Consequently, when matter is being transported by both fluid flow and
diffusion, Eqgs. 7-2, 7-4, 7-5, and 7-6 can be combined to define the net mass

flow and mass flux as follows:
dCx

My = OCy — Dap——A 7-7
A = QCx A (7-7)
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and

dc,
Ja=0v(Cy) — DABTZA (7-8)

The governing equations for unit processes are often developed by writing
mass balance expressions around a control volume using a fixed point of
view (stationary frame of reference). It is useful, therefore, to examine the
difference between the mathematical expression for diffusion thatis defined
from a relative reference frame (flux = J) and from a stationary reference
frame (flux = N). The expression for the molar flux of component A in
solvent B can be written as a fraction of total molar flux, where the total
molar flux is the sum of the fluxes of components A and B:

Na = xaNtot = %A (Na + Np) (7-9)

where Nj = molar flux of component A relative to stationary frame
of reference, mol/m?-s
N = molar flux of solvent B relative to stationary frame
of reference, mol/m?2-s
Ntor = total molar flux (N4 + Np), mol/m?- s
xa = mole fraction of A in solution, mol/mol

When matter is transported by both fluid flow and diffusion, the overall
flux from a stationary reference frame is the sum of fluxes described in

Egs. 7-4 and 7-9:

dacC
Ny = xy (Na + Np) — DABTZA (7-10)

where Dap = diffusion coefficient of component A in solvent B, m?2/s
Cx = molar concentration of component A, mol/L
z = position in direction of flow and diffusion flux
(or in direction of concentration gradient), m

In Eq. 7-10, the first term on the right side describes the molar flux of A
due to the movement of the fluid, and the second term describes the molar
flux of A due to diffusion, superimposed on the movement of the fluid.

For the case of no advective flow of the solvent (Ng = 0), Eq. 7-10 can
be algebraically rearranged to yield the expression

1 dc
Ny = ) N (7-11)
1— xa dz

where Nj = molar flux of component A relative to stationary frame
of reference, mol/m?2-s

An example of a situation where there is advective flow of the solution but
no advective flow of the solvent is when a solute evaporates from a surface.
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The solute evaporates and moves away from the surface, and because the
solute is moving and the solute is a component of the solution, the solution
can be seen as moving. However, the solvent (in this case, the air) is not
moving toward the surface.

For many environmental applications, particularly in aqueous solutions,
xa is very small. For example, the aqueous solubilities of chloroform and
oxygen are about 9.3 g/L and 9.3 mg/L at 20°C, respectively; consequently,
the largest mole fractions that can be found in water are 0.0014 and
5.23 x 1079, respectively. In these cases, the 1/(1 — xa) is negligible and
Ja = Nj, thatis, molar flux due to diffusion is the same regardless of whether
a stationary or relative frame of reference is used. Fick’s first law (Eq. 7-4) is
also valid when the sum of the fluxes Ny and Mg are equal to zero, as in a case
where the diffusion of species A is countered by the diffusion of B (equal
molar counterdiffusion). For highly miscible solvents in water or VOGCs in
gases, however, it is advisable to examine whether the 1/(1 — x5) factor is
important. These cases are rare, and for most applications throughout the
remainder of the book, Fick’s first law (Eq. 7-4) is applied directly even
though a stationary frame of reference is being used.

Fick’s first law describes diffusion when the concentration gradient is
constant. Fick’s second law describes the rate of change of concentration
when the diffusion into a control volume is different from the diffusion
leaving a control volume. Fick’s second law can be derived by a mass balance
on a differential element with volume aAz, in which the only mass transport
is due to diffusion:

[accum] = [mass in] — [mass out] (7-12)
dC
VE = oz A—JaraA (7-13)
where V = volume, m?

Ca = concentration of component A, mg/L

t = time, s
Ja» = flux of component A entering the control volume,
mg/ m?-s
Jaz+a, = flux of component A leaving the control volume,
mg/ m?-s

A = cross-sectional area of control volume, m?
Substituting Eq. 7-4 and replacing the volume of the control volume with

the differential element volume AAz results in
3CA 8CA 2 aCA 2+ Az
AANz— = —D, “ A+ Dxp———
z o AB + Dap %
where Az = length of differential element, m®

Dyp = diffusion coefficient of component A in solvent B, m?/s

A (7-14)
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The partial derivative arises because Eq. 7-14 contains derivatives in both
time and distance. Dividing all terms by the area and rearranging yields

aCA,z + Az 8CA,z
9Cx 0z %
A _D 7-15
Y AB A (7-15)

Taking the limit of the term in paraentheses as Az — 0 results in Fick’s

second law: 5 52
A A

—— = DAp—— 7-16

Y AB (7-16)

Based on the principle that diffusion is caused by Brownian motion, and
Brownian motion is caused by collisions with the solvent molecules, it ought
to be possible to derive a theoretical value for the diffusion coefficient from
the kinetic theory of matter. Albert Einstein derived this relationship
in papers published in 1905 and 1908, and the derivation is explained
in Laidler and Meiser (1999). As noted earlier, movement of a solute
molecule or particle by Brownian motion is random in all directions, so
net average distance over a period of time would be zero (movement
in the x direction would be balanced by movement in the negative x
direction). However, evaluating distance traveled by the molecule as the
mean square displacement, x2, solves this problem. Relating the diffusion
coefficient to kinetic energy involves two components; first, relating the
mean square distance traveled by a molecule (or particle) during diffusion
to the diffusion coefficient defined by Fick’s laws, and second, determining
the mean square distance traveled by a solute molecule as a result of
collisions with solvent molecules. Equating the two relationships for mean
square distance traveled provides a relationship between kinetic energy and
the diffusion coefficient.

Einstein solved the first part of this relationship using arguments from
statistical mechanics. The derivation is beyond the scope of this text, but
the relationship established is

X2 = 2Dt (7-17)

where x2 = mean square displacement of solute molecule in x direction,
m2
D = diffusion coefficient, m2/s

t = time, s

The second portion, relating distance traveled to kinetic energy, can be
derived as follows. As shown on Fig. 7-2, for a perfect elastic collision,
the solvent molecule hits the solute molecule and moves in the opposite
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Schematic of solvent molecule collision with
solute molecule.

7 Principles of Mass Transfer

Solute direction after the collision. For one dimension (in the
direction of the concentration gradient), the average
<_Q collision force exerted due to momentum change can
be calculated using the following equation:
l PO e ) N L (7-18)
14 l
where [, = average collision force exerted due to
momentum change, N
m = mass of solute molecule, kg

|
|
|
| v = average velocity of solvent molecule in
|
|
|
|

Q-» one dimension, m/s

t = time interval between collisions, s

l > The kinetic theory of gases states that the kinetic energy

Distance of gas molecules is

KE = 3kT (7-19)

where KE = average kinetic energy, N-m
k = Boltzmann’s constant, 1.381 x 102 J/K
T = absolute temperature, K (273 + °C)

Kinetic energy is isotropic and can be partitioned equally in the three
coordinate directions (i.e., kinetic energy in the x, y, and z directions are
each % kT), so the kinetic energy in one direction is given by

KE = § mv® = § kT (7-20)

1
2
Noting that v = x/¢, Eq. 7-20 can be rearranged algebraically and substituted
into Eq. 7-18 as follows:

T T
my = KT = KTt (7-21)
v x
kT
L (7.99)
t X

After a collision, the solute molecule briefly accelerates due to unbalanced
forces in the direction of the collision, but quickly reaches a steady-state
velocity due to drag forces, which are a function of velocity. In 1851,
Stokes deduced that the drag force of a solute molecule moving through a
continuous fluid would be subjected to a drag force equal to

Fy = 3mpdyo = znuldmi; (7-23)

where Fy = drag force, N
l; = viscosity of liquid, kg/m-s
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d,, = solute molecule diameter, m
x = average distance traveled by particle in time ¢

(It should be noted that Eq. 7-23 is exactly the same as Eq. 10-4 when the
drag coefficient C; = 24/Re). The velocity of a diffusing solute molecule
or particle is constant when the collision forces equal the drag forces, and
the average distance a molecule moves due to Brownian motion during a
period of time can be determined by equating these equations. Equating
the collision force (Eq. 7-22) and drag force (Eq. 7-23) and solving for the
mean square distance traveled yields

—~ 2T
X = t
?ﬂTuldm

(7-24)

The mean square distance has now been related to the kinetic energy of
molecules and the diffusion coefficient as defined in Fick’s laws. Equating
these two relationships (Eqs. 7-17 and 7-24) vyields the Stokes-Einstein
equation:

x2 kT
T2t 3mud,

where D; = liquid-phase diffusion coefficient, m?/s

Dy (7-25)

Equation 7-25 was derived from the kinetic theory of gases and does not
strictly apply to liquids. Nonetheless, Eq. 7-25 can be used to obtain a
good prediction of the liquid diffusion coefficient for large molecules and
particles. Furthermore, it predicts that diffusion increases with temperature
and decreases with viscosity and molecular size, which have been observed
experimentally.

For gases, the viscous force is not the same as it is for liquids because the
fluid does not appear continuous for small particles or solutes. The size of
a molecule or atom is on the order of 0.1 to 1 nm, and the average distance
that a solute molecule travels before it collides with another molecule is on
the order of 100 nm in a gas at 1 atm and room temperature. This effect
is considered using the Cunningham correction factor, as shown in the
following equation (Seinfeld and Pandis, 1998):

kRTC,

= 7-26
3y dy (7-26)

g

where D, = gas-phase diffusion coefficient, m?2/s
C, = Cunningham correction factor
W, = viscosity of gas, kg/m-s

The Cunningham correction factor is determined from the expression

C=1+ % [1.257+ 0.4 exp (-%)] (7-27)
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where A = mean free path, m

When /1 is large, the following expression is obtained:

D, = il 1+ - (7-28)
£ 3nledy, r

The Cunningham correction factor gives rise to the collision function that
appears in correlations for gas-phase diffusion coefficients.

The Brownian velocity is given by the following expression:
_ 2D,

Up =

(7-29)

X
where v, = Brownian velocity, m/s

The value of X that can be used to calculated the Brownian velocity is
approximately 0.5 nm for liquids and 100 nm for gases at room temperature
and pressure. Equation 7-29 can be used to compare the distance a particle
moves due to Brownian motion in comparison to other forces, such as
settling due to gravity.

7-3 Sources for Diffusion Coefficients

The diffusion coefficient is an essential parameter for calculating the rate
of mass transfer in a wide variety of situations. Diffusion coefficients can be
obtained from:

1. Laboratory measurements

2. Reference books or published literature on previous laboratory mea-
surements

3. Models and empirical correlations

Diffusion coefficients can be determined experimentally in the laboratory
and procedures for doing so are available in the literature (Robinson and
Stokes, 1959; Malik and Hayduk, 1968). When diffusion coefficients are
needed for designing treatment systems or predicting process performance,
however, itis more practical to obtain existing values or use correlations than
to measure them. Measured diffusion coefficients of some common solutes
found in water treatment are presented in Table 7-1. Diffusion coefficients
for other constituents are available in the literature and reference books,
such as Robinson and Stokes (1959), Marrero and Mason (1972), Poling
et al. (2001), and CRC (2003).

For many compounds of interest, however, measured values of diffusion
coefficients are not readily available. In addition, diffusion varies with
temperature, and coefficients in reference books are often not at the
temperature desired for the process application. In these cases, it is possible
to estimate the diffusion coefficient based on chemical properties and
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Table 7-1
Measured values of molecular diffusion coefficients in water (at 25°C, unless
noted otherwise)

Constituent D, m%/s Constituent D;, m?/s
Neutral species Strong electrolytes (0.001 M)
Acetic acid 1.29 x 10-9 BaCl, 1.32 x 10-°
Acetone 1.28 x 10° CaCl, 1.25 x 10-°
Benzene (20°C) 1.02 x 102 KCl 1.96 x 10-°
Carbon dioxide 2.00 x 109 KNO3 1.90 x 10-°
Ethanol 1.24 x 10-9 NaCl 1.58 x 10-°
Ethylbenzene (20°C) 0.81 x 109 Na, S0, 1.18 x 10-°
Glycerol 1.06 x 10? MgCl, 1.19 x 10-°
Methane 1.49 x 1079 MgSQ,4 0.77 x 1079
Phenol (20°C) 0.89 x 109 SrCl, 1.27 x 10-°
Propylene 1.44 x 109
Sucrose 0.52 x 102
Toluene (20°C) 0.85 x 102
Vinyl chloride 1.34 x 109

Source: Robinson and Stokes (1959), Poling et al. (2001), CRC (2003).

structure using various models and empirical correlations. For each class
of compound, a variety of calculation methods are available (Lyman et al.,
1990; Poling et al., 2001). Some of the most common correlations for
diffusion coefficients are summarized in Table 7-2 and presented in more
detail in the following sections. Because of the difficulty in finding measured
values at the appropriate temperature, use of these correlations is the most
common way of estimating diffusion coefficients for many applications.

The Stokes—Einstein equation (Eq. 7-25) relates the kinetic energy of
molecules and the drag force of moving through a fluid to the diffusion
coefficient. This equation can be used to calculate diffusion coefficients for
large spherical molecules [molecular weight (MW) > 1000 Da] or particles
in liquids, although values calculated with the Stokes—Einstein equation
are slightly larger than measured values. Conversely, the Stokes—Einstein
equation underestimates the diffusivity for small molecules with MW on the
order of 100 Da. Substituting the parameters for water (at 20°C) into the
Stokes—Einstein equation results in the expression
kT (1.381 x 1072 N - m/K) (293K)

Di= - -3 2
Snpdy 37 (1.00 x 10-3N - s/m?) d,,

(7-30)
429 x 1079m?/s
B dn
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Table 7-2

Models used for estimating molecular diffusion coefficients in liquids
Application Model Comments
Large spherical molecules Stokes—Einstein equation: Diffusion coefficients are slightly larger
or particles kT than measured values for large spherical

= 3nwdn molecules (MW > 1000 Da) or particles
in liquids. Diffusivity for small molecules
with MW on order of 100Da is

underestimated.
For nonelectrolytes and Hayduk—Laudie correlation: Hayduk and Laudie (1974); convert units
small molecules 13.26 x 109 for p, to cP and use Table 7-3 for V,
| = —(w)LM (Vb)0,589 (ngrzn/i/.mol), Dy is expressed in units of
For electrolytes in absence Nernst—Haskell equation: Poling et al. (2001); use Table 7-4 for x

of electric field

D RT [ 1/n" +1/n~ values.
s = The 270

FZLINS +1/°

where D = liquid-phase diffusion coefficient at 20°C, m? /s
k = Boltzmann constant, 1.381 x 1023 J/K (N-m/K)
T = absolute temperature, K (273 + °C)
i, = liquid viscosity at 20°C, 1.00 x 10~ N-s/m?
d,, = molecular diameter, m

Equation 7-30 is valid only for spherical molecules.

The validity of the Stokes—Einstein equation can be evaluated by compar-
ing it against measured values of diffusion coefficients for proteins. Polson
(1950) correlated experimental data for globular proteins and obtained
the empirical expression:

Dy =2.74 x 1072 (Mw)~1/3 (7-31)

where  D; = liquid-phase diffusion coefficient, m?/s
MW = molecular weight, Da or g/mol

The molecular density of a globular protein is about 1.35 g/cm?’, SO a pro-
tein molecule with a MW of 50,000 Da has a diameter of about 4.9 nm (i.e.,
MW = number of molecules per mole x density of a molecule x volume
of a molecule). Substituting this value into Eq. 7-30 results in a diffusion
coefficient of 8.8 x 10711 m2/s, compared to a value of 7.4 x 1071 m?%/s
calculated by Eq. 7-31. Thus, the value calculated with the Stokes—Einstein
equation is about 15 percent higher than the calculated value. The simi-
larity of the two values is noteworthy considering that the Stokes—Einstein
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equation is derived from first principles and Eq. 7-31 is an empirical
expression.

The diffusivities of small uncharged molecules (such as synthetic organic
chemicals) in water can be calculated using the Hayduk—Laudie correlation
(Hayduk and Laudie, 1974), which is a revised version of a correlation
developed by Othmer and Thakar (1953). The Hayduk—-Laudie correlation
is an empirical equation given by

13.26 x 107
LT T (105

where D; = liquid-phase diffusion coefficient of solute, m?/s
W, = viscosity of water, cP (1 cP = 1073 kg/m"s)
V, = molar volume of solute at normal boiling point, cm?®/mol

(7-32)

Because the Hayduk—Laudie correlation was developed as a regression of
experimental data and is not dimensionally consistent, it is important to use
the units given for the equation. The molar volume at the normal boiling
point, Vj, can be estimated using the LeBas method (LeBas, 1915). The
atomic volumes for different elements, mixtures, and functional groups for
use in calculation of molar volume at the normal boiling point via the LeBas
method are presented in Table 7-3. Contributions of the various functional
groups are added together along with deductions for certain ring structures.
Calculation of the diffusion coefficient of a small neutral molecule using
the Hayduk—Laudie correlation is illustrated in Example 7-1.

Electroneutrality requires that positive and negative ions migrate together,
so diffusion coefficients are calculated for electrolytes (solutions of charged
ions) instead of being calculated for each ion individually. As an example,
the values of diffusion coefficients in Table 7-1 demonstrate that sodium
and magnesium each diffuse faster when the counterion is chloride than
when it is sulfate. In the absence of an electric field, diffusion of ions will
generate an electric current in a solution. Conversely, the current through
a unit area that results from applying an electric field for a given electrolyte
concentration is known as the equivalent conductance. Thus, liquid-phase
diffusion coefficients of electrolytes in the absence of an electric field are
related to the equivalent conductance and can be calculated using the
Nernst—Haskell equation:

o RT (1/n* +1/n"

PR IS+ 1INl
where D = liquid-phase diffusion coefficient at infinite dilution, cm?/s
R = universal gas constant, 8.314 J/mol-K
T = absolute temperature, K (273 4+ °C)

(7-33)
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Atomic volumes for use in computing molar volumes at normal boiling point with LeBas method

Element,
Mixture, or
Functional

group
Air

Antimony
Arsenic
Bismuth
Bromine
Carbon
Chlorine

Chromium
Fluorine
Germanium
Hydrogen

lodine
Lead
Mercury
Nitrogen

Element,
Atomic Mixture, or Atomic
Volume, Functional Volume,
cm3/mol Circumstance group cm3/mol Circumstance
29.9 Oxygen 7.4 Doubly bond, as carbonyl
oxygen
34.2 7.4 In aldehydes or ketones
30.5 9.1 In methyl esters
48.0 9.9 In methyl ethers
27.0 11.0 In higher ethers and esters
14.8 12.0 In acids
21.6 Terminal as in R—ClI 8.3 In union with S, P, or N
Medial as in
R—CHCI—R Phosphorus 27.0
27.4 Silicon 32.0
8.7 Sulfur 25.6
34.5 Tin 42.3
3.7 In organic compound | Titanium 35.7
7.15  In hydrogen molecule | Vanadium 32.0
37.0 Water 18.8
46.5-50.1 Zinc 20.4
19.0 Ring deductions 6.0 Three-membered ring
15.6 8.5 Four-membered ring
10.5 In primary amines 11.5 Five-membered ring
12.0 In secondary amines 15 Six-membered ring
30 Naphthalene ring
47.5 Anthracene ring

Source: Adapted from LeBas (1915).

n = cation valence
n~ = anion valence
F = Faraday’s constant, 96,500 C/eq
L5 = limiting positive ionic conductance, cm?.S/eq
%" = limiting negative ionic conductance, cm?-S/eq

Values for limiting positive ionic conductance at 25°C are tabulated in
Table 7-4. Values at other temperatures are available in reference books
such as Robinson and Stokes (1959). The limiting ionic conductance is
related to electric current and electric field strength in an infinitely dilute
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Example 7-1 Estimating the diffusion coefficient
for small neutral molecules in water

Estimate the diffusion coefficients of the following contaminants found in
a groundwater: (1) vinyl chloride at 25°C and (2) benzene at 20°C. Use
Table 7-3 to find the contributions of the various functional groups to the
molar volume. Density and viscosity of water are available in App. C [convert
the given units of viscosity to g/cm:s, i.e., centipoise (cP)]. Compare the
values to the measured values reported in Table 7-1.

Solution

1. Calculate the liquid-phase diffusion coefficient for vinyl chloride.
a. Estimate the molar volume at the boiling point using the information
in Table 7-3. The chemical formula for vinyl chloride is CoH3Cl.
The contribution of each atom to the molar volume is

2C = 2(14.8) = 29.6 cm¥/mol
3H=3(3.7) = 11.1 cm¥mol
Cl = (21.6) = 21.6 cm¥mol
The molar volume is determined by adding the contributions of each

atom:
Vp=296+11.1+21.6=623 cm3/mol

b. Calculate the diffusion coefficient using Eq. 7-32. The viscosity of
water at 25°C is 0.89 x 10-3 kg/m-s = 0.89 cP.

9
D = LEAS SR —133x10-°m¥s

(0.89 cP)"* (62.3 cm3/mol) >
c. Compare the calculated value to the measured value in Table 7-1.

134 x109-1.33x10°°

1.34 x 10-9
2. Calculate the liquid-phase diffusion coefficient for benzene.
a. Benzene is an aromatic compound (6 carbon ring) with the chem-
ical formula CgHg. The contribution of each atom to the molar
volume is

6C = 6 (14.8) = 88.8 cm¥mol 6H = 6 (3.7) = 22.2 cm*/mol
Six-member ring = —15 cm®/mol

x 100 = 1% error

The molar volume is determined by adding the contributions of
each atom:
V, = 88.8 +22.2 — 15 = 96 cm¥mol

409
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b. Calculate the diffusion coefficient using Eq. 7-32. The viscosity of
water at 20°C is 1.00 x 10-3 kg/m - s = 1.00 cP.

13.26 x 10-?
(1.00 cP)"** (96 cm3/mol) >
c. Compare the calculated value to the measured value in Table 7-1.

1.02 x 10-2 - 0.90 x 10
1.02 x 10-2

D = —0.90 x 1079 m?/s

x 100 = 11% error

Comment

The value estimated with the Hayduk—Laudie correlation is within 1 percent of
the measured value for vinyl chloride and within 11 percent of the measured
value for benzene. These results are typical; the Hayduk—Laudie correlation
is often within 10 percent of measured values for many compounds (it should
be noted that measured values by different researchers with different meth-
ods also vary). As a result of this level of accuracy, it is common to estimate
liquid-phase diffusion coefficients with the Hayduk—Laudie correlation rather

than obtaining measured values for the species of interest.

Table 7-4

Limiting ionic conductances in water at 25°C [cm? - S/eq

or (cm2.C2)/(J-s-eq)]

Cation Formula A Anion Formula A

Hydrogen H* 349.8 Hydroxide OH- 199.1
Lithium Lit 38.6 Fluoride F- 55.4
Sodium Na+ 50.1 Chloride Cl= 76.4
Potassium K+ 73,3 Bromide Br— 78.1
Rubidium Rb+ 77.8 lodide I- 76.8
Cesium Cs* 77.2 Bicarbonate HCO5~ 44.5
Ammonium  NHz ™ 73,3 Nitrate NO3~ 71.5
Silver Agt 61.9 Perchlorate ClOg~ 67.3
Magnesium  Mg?* 53.0 Bromate BrO3~ 55.7
Calcium Ca+ 59.5 Formate HCOO~ 54.5
Strontium Srz+ 59.4  Acetate CH3C00~ 40.9
Barium Ba2t 63.6 Chloroacetate ~ CICH,COO— 42.2
Copper Cu2t 53.6 Propionate CH3CH,C00~ 35.8
Zinc In?+ 52.8 Benzoate CgHsCOO~ 32.3
Lead Pb2+ 69.5  Carbonate €052~ 69.3
Lanthanum  La3t 69.7  Sulfate S04%~ 80.0

Ref: Robinson and Stokes (1959).
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solution. Conductance is measured in siemens (S, where 1 S = 1 A/V);
current is measured in amperes (A, where 1 A = 1 C/s); and electric
field strength is measured in volts/cm (V/cm, where 1 V = 1 J/C).
Specifically, the equivalent conductance relates the current flow through
an area (A/ cm2) to the electric field strength and the concentration of ions
in solution (measured in equivalents, or ‘‘mole of charge”), as given by the
equation

Current flow = \; x electric field strength x C; (7-34)

where ); = equivalent conductance of electrolyte i, cm?-S/eq
C; = concentration of electrolyte 7, eq/ cm?

The charge of 1 electron is 1.60 x 107!¥ C so the charge of a mole of
electrons is the Faraday constant, 96,500 C/eq. As shown in Table 7-4, small
ions have a higher equivalent conductance because they migrate through
water more rapidly in response to an imposed electric field. Consequently,
their diffusion coefficient is higher than that of large ions. Calculation of
the diffusion coefficient of electrolytes with the Nernst—Haskell equation is
shown in Example 7-2.

Example 7-2 Estimating diffusion coefficients for electrolytes

in water

Estimate the diffusion coefficient of MgCl, in a dilute aqueous solution at
25°C and compare it to the measured value in Table 7-1. Use the information
in Table 7-4 to find the limiting ionic conductances for the ions.

Solution

1. From Table 7-4, the limiting ionic conductances are 53.0 (cm2.C2)/
(J-s-eq) for Mg?* and 76.4 (cm?2-C2)/(J-s-eq) for CI-.

2. Calculate the diffusion coefficients at infinite dilution using Eq. 7-34:

o _ (8314 ymol -K) (298 K) (3+1)m
1= 5 X —
(96,500 C/eq) <5§_0 + ﬁ) CLSZ?(?Z

=1.25x107% cm¥s

3. Compare the calculated diffusion coefficient to the measured value
reported in Table 7-1.
1.25x10°5-1.19x 1075

1192105 x 100 = 5% error
. X -
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Comment

The value calculated with the Nernst—Haskell equation is the diffusion
coefficient in an infinitely dilute solution and the measured value in Table 7-1
is for a 0.001 M solution, but the values are within 5 percent of each other.

In a process such as ion exchange, the movement of the ions by diffusion
will generate an electric field that can exert an additional force that
influences mass transfer. As a result, the mass transfer rate can be many
times greater than would be calculated from Fick’s law. The Nernst—Planck
equation (not covered in this book) can be used to calculate the flux due
to the combined forces of a concentration gradient and an electrical field.

The liquid-phase diffusion coefficient of oxygen in water can be determined
from a correlation that was obtained from a best fit of literature values
(Holmén and Liss, 1984):

Dy, = 10451 (1.0 x 1077) (7-35)

where D, 0, = liquid-phase diffusion coefficient of oxygen, m?/s
A = fitting parameter, 3.15, unitless
B = fitting parameter, —831.0, unitless
T = absolute temperature, K (273 + °C)

The diffusion coefficient of an organic compound in the gas phase can be
calculated using a variety of correlations (Lyman, et al. 1990). Consider the
Wilke-Lee correlation (Wilke and Lee, 1955), which is a modification of
the Hirschfelder—Bird—Spotz correlation (Hirschfelder et al., 1949):
b (1.084 — 0.249/T/My + 1/Mg) (T'°) /T/Mx + 1/ Mg (7:36)
) Py (1as)* / (kT/ean)
where D, = gas-phase diffusion coefficient of organic compound A
in stagnant gas B, cm?/s
T = absolute temperature, K (273 4+ °C)
My, Mp = molecular weights of A and B, respectively, Da or
g/mol

P = absolute pressure, N/m?

rap = molecular separation at collision, equal to (ra + 18)/2,
nm
ra = molecular separation at collision for component A, nm
13 = molecular separation at collision for stagnant gas B,
nm

eap = energy of molecular attraction, equal to ,/eaep, erg
(1erg=10""])
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ea = energy of molecular attraction for component A, erg
ep = energy of molecular attraction for stagnant gas B, erg
k = Boltzmann constant, 1.381 x 1071 g. cm?/s% . K
f(kT/eap) = collision function

The collision function originates from the Cunningham correction factor,
discussed in Sec. 7-2. The values of r4 and €4 can be estimated for each
component from the following equations:

m=1.18V,X (in nm for Vja in I/mol) (7-37)
%A =1.21T)a (7-38)
where Vo = molar volume of component A at normal boiling point,
L/mol

Ty A = normal boiling point of component A, K

The diffusion coefficient of a substance when the stagnant gas B is air can be
calculated by assuming that air behaves like a single substance with respect
to molecular collisions. The required parameters for air are

rs = 0.3711 nm (7-39)
%‘3 — 786 (7-40)
FAB _ [EPA BB (7-41)
k Kk
f <£> =108 (7-42)
€AB

_(—0.14329 — 0.48343 (ee) + 0.1939 (ee)? 4+ 0.13612 (ee)® (743)
B —0.20578 (ee)* 4 0.083899 (ee)® — 0.011491 (ee)®

ee = log, (kT> (7-44)

EAB
Calculation of gas-phase diffusion coefficients with the Wilke—Lee correla-
tion is demonstrated in the following example.

Example 7-3 Estimating gas-phase diffusion coefficients

Calculate the gas-phase diffusion coefficient of trichloroethene (TCE) in air
at 20° C at 1 atm. Given:
A=TCE B =air
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My =131.39 g/mol Mg = 29 g/mol
Vpa = 98.1 cm¥/mol = 0.0981 L/mol
Ton = 87°C = (87 + 273) K = 360 K

Solution
1. Determine pressure and temperature in proper units:

T=(273+20°C) K=293K
P =1 atm = 101,325 N/m?
2. Calculate rag using Eq. 7-37 for ry and Eq. 7-39 for rg.
rh=1.18(Voa)'”> = 1.18(0.0981)"° = 0.544 nm
rg = 0.3711 nm

e = 5 (fa + fg) = 5 (0.544 nm + 0.3711 nm) = 0.458 nm

3. Determine epg/k by calculating e /k with Eq. 7-38, eg/k with Eq. 7-40,
and epg/k with Eq. 7-41.

%A =1.21Tpp =1.21 (360 K) = 435.6

e
K= 78.6

€ € €
% = /?A x ?B — ,/(435.6) (78.6) = 185

4. Determine the collision function f(kT /epg).
a. Calculate kT /epg:

kT T 293
eg eap/k 185

b. Calculate ee using Eq. 7-44:
ee = logpg (kT> = log;( (1.58) = 0.200

€AB

=1.58

c. Calculate g using Eq. 7-43:

—0.14329 — [0.48343 (0.200)] + [0.1939 (0.200)*] + [0.13612 (0.200)°
5= 4 5 6
—[0.20578 (0.200)*] + [0.083899 (0.200)°] - [0.011491 (0.200)°

=-0.231
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d. Calculate f(kT/eag) using Eq. 7-42:

f<ﬂ> _ 10% = 100231 _ 0,587

€AB

5. Determine the gas-phase diffusion coefficient of TCE in air using
Eq. 7-36:

(1.084 _ 0.249/m) (T1-5) VIV +1/Mg

Py (rag)? f (KT /eag)

g:

(1.084 —0.249/1/131.39 + 1 /29) (293)'° /1/131.39+ 1/29

(101,325) (0.458)° (0.587)
=852 x 1072 cm?/s

7-4 Models for Mass Transfer at an Interface

In many common treatment processes, such as air stripping, adsorption,
ion exchange, and reverse osmosis, mass transfer occurs at an interface. The
interface is the phase boundary between the phase containing the solute or
contaminant (typically the water) and the extracting phase (e.g., air or acti-
vated carbon). An understanding of mass transfer at an interface is essential
to understanding the principles of these processes. This section describes
three common models for how mass transfer occurs at an interface.

The mass that is transferred from one phase to another per unit time
depends on the mass transfer coefficient, the driving force, and the surface
area available, as was introduced in Sec. 7-1. The driving force is caused by
contacting the contaminated phase with an extracting phase that does not
contain the contaminant. When mass transfer occurs at an interface, the
concentration gradient is given by the concentrations in the bulk solution
and at the interface, as shown on Fig. 7-3 and in following expression:

Ja=kr (G — Cy) (7-45)

where J4 = mass flux of solute A to interface, mg/m2-s
kf = mass transfer coefficient, m/s
C, = concentration of solute A at interface, mg/L
C, = concentration of solute A in bulk solution, mg/L

The mass transfer coefficient depends on the diffusion coefficient and the
mass transfer boundary layer thickness 3, as shown on Fig. 7-3. As shown on

415
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/ + Flux
Figure 7-3 L > L >
Hypothetical fluxes at interface at steady state. 0 z 0 z

Surface Area
Available for
Mass Transfer

Fig. 7-3, the direction of flux depends on the direction of the concentration
gradient. Common models used to predict the mass transfer coefficient
include (1) the film model, (2) the surface renewal or penetration model,
and (3) the boundary layer model. Many investigators have taken the
theoretical forms of the mass transfer correlations and modified them to fit
data that were collected for a variety of geometries (e.g., sphere, cylinder,
plate) and flow regimes (e.g., laminar, transition, and turbulent). Several
of the common correlations used to determine mass transfer coefficients
are given in Sec. 7-5.

To calculate the mass flow rate, the flux must be multiplied by the surface
area (see Eq. 7-2). Itis common to express the area of the interface between
phases as a function of the contactor volume (e.g., the surface area of
carbon grains is expressed as a function of the volume of the carbon bed).
Thus, the mass flow rate is given by the expression

My = kpa(Cy— C) V (7-46)

where M, = mass flow of solute A, mg/s

a = specific area, or surface area, available for mass transfer per

unit volume of the contactor, m?/m?

V = contactor volume, m?
The specific area is an important concept. For a given contactor volume,
the mass transfer rate can increase linearly with an increase in specific area.
Thus, designing a mass transfer device with a high specific area can result
in a high rate of mass transfer in a small contactor. Mass transfer devices
are often designed to have the highest possible specific area within the
limitations imposed by hydraulic considerations. Increases in specific area
often come at the expense of higher headloss. For example, in a packed bed
of activated carbon it would be advantageous to use small carbon granules
to increase the specific area, but the pressure drop would become too large
and the cost of pumping water through the contactor would be high. In
addition, the contactor would have to withstand the increased pressure.
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Example 7-4 Calculating area available for mass transfer

Determine the specific area for the transport of a solute to granular activated
carbon (GAC) particles in a carbon adsorber. The porosity (e, fraction of
void volume) of the carbon bed is 0.45 and the GAC particle diameter is
dp = 1 mm . Assume the surface of the GAC is like that of a smooth sphere.

Solution

__ ( surface area of particle volume of particles
B volume of particle volume of contactor

nd> 6(1—¢) 6(1-0.45) . 3
- —<%) e (1-¢)= 4 = 000im 3300 m*/m

Comment

The grain diameter is in the denominator, so decreasing the size will increase
the specific area for the same amount of GAC in the contactor (decreasing
the grain size to 0.1 mm would increase the specific area to 33,000 m2/m3,
which would increase the rate of mass transfer by a factor of 10 for the
same size contactor if diffusion from the bulk solution to the particle surface
is the limiting rate). This action, however, would increase the headloss and
make it more difficult to pass water through the contactor.

The relationship between grain size and specific area is demonstrated in
Example 7-4.

The film model is the most straightforward of the models that explain Film Model
mass transfer at an interface. The system is considered to be composed
of a well-mixed bulk solution (either gas or liquid), a stagnant film layer,
and an interface to another phase (e.g., a solid surface), as shown on
Fig. 7-3. As a result of the solution being well mixed, solutes are transported
continually to the edge of the stagnant film layer, and no concentration
gradients exist in the bulk solution. Mass transfer to the interface occurs
when the concentration at the interface to the other phase is different than
the concentration in the bulk solution, causing a concentration gradient
across the film layer. Because this layer is quiescent, the sole mechanism for
transport across this layer is molecular diffusion. Processes that occur at the
actual interface (such as a chemical reaction or adsorption to the surface)
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are assumed to occur much faster than the rate of diffusion and, as a result,
the rate of mass transfer is described by Fick’s first law for diffusion across
the film layer:

dc D
J==Dp == (G= G) = by (G = G (7-47)

where Jy = mass flux, mg/mQ- S
Dy = fluid-phase diffusion coefficient of solute A, m?/s
kp = fluid-phase mass transfer coefficient of solute A, m/s
8 = film thickness, as shown on Fig. 7-3, m
C = concentration, mg/L
z = distance in direction of mass transfer (or in direction of
concentration gradient), m

In the film model, the mass transfer coefficient is explicitly related to the
film thickness, as shown in the expression
D .

by = ?f (7-48)

The theoretical stagnant film thickness will vary from 10 to 100 pm for
liquids and from 0.1 to 1 cm for stagnant gases. Unfortunately, there is no
way to calculate the film thickness based on fluid mixing; consequently, the
film model cannot be used to calculate the local mass transfer coefficient.
Nevertheless, the film model is used frequently to develop a conceptual
view of mass transfer across an interface and to illustrate the importance of
diffusion in controlling the rate of mass transfer.

According to the penetration model (Higbie, 1935) and the surface
renewal model (Danckwerts, 1951, 1955), packets of water move up to the
gas—water interface and transfer solute either from the gas to the water or
from the water to the gas, and then the packets of fluid return to the bulk
solution. The transport of fluid packets to and from the surface is shown
on Fig. 7-4a and 7-4b. When a packet of water moves to the interface, the
concentration of dissolved gases increases during aeration as shown on the
bottom of Fig. 7-4c.

The essential difference between the penetration and surface renewal
models is that for a penetration model a fixed residence time at the surface
is assumed. For a surface renewal model, it is assumed that there is an
equal probability for the fluid elements to move to and from the surface
up to a certain residence time. It is likely that a surface renewal model is
more plausible because fluid turbulence is thought to be responsible for
transporting the fluid element to and from the surface. Consequently, the
time that fluid packets remain on the surface is random and all residence
times are equally plausible. The surface renewal model can be used to
derive the theoretical basis for predicting mass transfer coefficients.
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C; (in liquid)

(a) (b)

Gas Water
Cs
t — > Bulk
B B region
Cp

Interfacial
region 5

(©)

When fluid passes a solid flat plate, a velocity gradient forms because
the fluid velocity is assumed to be zero at the surface (no slip condition).
Simultaneously, the solutes are transported to or from the surface, resulting
in a concentration gradient between the concentration at the surface and
the concentration in the bulk solution. The limit of the concentration
gradient is not necessarily the same as the velocity gradient. The rate
of mass transfer and relationship between the concentration and velocity
gradients is related to conditions of the fluid flow. The concentration
gradient shown on Fig. 7-5 is for the case where solute is transported from
the surface of the plate to the bulk solution and laminar flow conditions
exist. For laminar flow past a flat plate, the following theoretical mass
transfer correlation can be derived:

kf (avg) L
Dy

where  ky(ayg) = average fluid-phase mass transfer coefficient, m/s

= 0.664Re'/2Sc!/3 (7-49)

L = length of channel, m
Dy = fluid-phase diffusion coefficient, m?/s
Re = Reynolds number, dimensionless

Sc = Schmidt number, dimensionless

419

Figure 7-4

Schematic of penetration
and surface renewal
models for gas transfer:
(a) gas bubble rising
through liquid in which
liquid packets b are in
contact with the bubble
for a time period t equal
to the time it takes for the
bubble to rise one
diameter, (b) liquid
packets b in turbulent
eddy rising to liquid
surface, as in an open
channel, and remaining in
contact with gas for a
time period t, and (c)
increase in concentration
of a dissolved gas at liquid
surface interface with time
for both cases (a) and (b).
(Adapted from Treybal,
1980.)

Boundary Layer
Models
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Extent of concentration i
Direction of boundary layer _
fluid flow ---
_— A \, - - Cp
Extent of velocity B . -t
boundary layer P _ -7
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Figure 7-5 ? RN P
Boundary layer model diagram showing X v (0]
velocity and concentration profiles for x=0 AN x=1L
laminar flow across flat plate. Flat plate

The Reynolds and Schmidt numbers for flow past a flat plate are defined as

follows: ol
Re = (7-50)
Wy
Se= M (7-51)
prDy

where p; = fluid-phase density, kg/m?®
v = velocity above boundary layer, m/s
iy = fluid-phase viscosity, kg/m - s

The parameter group on the left side of Eq. 7-51 is known as the Sherwood

number: kL,

Dy

Sh (7-52)
where Sh = Sherwood number, dimensionless
L, = characteristic length, m

The Sherwood number describes the relationship between the mass transfer
coefficient and the diffusion coefficient. For instance, in the film model
presented earlier the characteristic length scale is the stagnant film layer
thickness (8), mass transfer occurs only by molecular diffusion, and Sh = 1.
Equation 7-50 expresses that the relationship between the mass transfer
coefficient and the diffusion coefficient depends on the values of the
Reynolds and Schmidt numbers; for laminar flow past a flat plate, the mass
transfer coefficient will increase relative to the diffusion coefficient as the
Reynolds and Schmidt numbers increase.

Numerous theoretical analyses have demonstrated that equations similar
to Eq. 7-49 can be derived for many situations. A more general form
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of this equation is

Sh = AGr® + BRe®Sc’ (7-53)
kL
= L = 1 (Gr.Sc,Re) (7-54)
Dy
. v
Se= N _ Y (7-55)
orDy Dy
oL,  vl,
Re = Ve _ Ve (7-56)
Wy vy
L2 (pp —
Gr— 8t (%2 o) (7-57)
A
where Sh = Sherwood number, dimensionless

Sc = Schmidt number, equal to ratio of momentum
diffusivity to mass diffusivity, dimensionless
Gr = Grashof number, equal to ratio of buoyant forces to
viscous forces, dimensionless
Re = Reynolds number, equal to ratio of inertial forces to
viscous forces, dimensionless
A, B, a, b, c = constants, unitless
kr = mass transfer coefficient, m/s
L, = characteristic length, m
Dy = diffusion coefficient, m2/s
i, = fluid-phase viscosity, kg/m - s
p; = fluid-phase density, kg/m?
py = particle density, kg/m?
v = velocity, m/s
v = fluid-phase kinematic viscosity, equal to p;/py, m?/s
g = acceleration due to gravity, 9.81 m/s?

The coefficients in Eq. 7-53 (i.e., A, B, a, b, ¢) depend on the geometry (e.g.,
particles, bubbles, packed bed) and flow regime (i.e., laminar, transition,
or turbulent).

The first term on the rightside of Eq. 7-53, A Gr*, accounts for molecular
diffusion conditions under which there is no advection. The Grashof
number accounts for mass transfer due to natural advection, which can
be caused by density differences at the interface. A familiar example from
heat transfer is a space heater in which air flows past the heater as a
result of lighter, heated air that rises. A similar phenomenon is observed
for salts dissolved in water because the solution at the salt interface is
usually denser and fluid flow will occur at the interface without forced
advection. However, in many cases, the buoyant force is not important in

421
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environmental problems because the solutions are very dilute. In such a
case, the first term is simply a constant and Eq. 7-53 becomes

Sh = A + BRe“Sc’ (7-58)

The second term on the right side of Eqs. 7-53 and 7-58, BRe“ Sc’, accounts
for mass transfer that is enhanced by advection. Many investigators have
developed the theoretical bases for Eq. 7-53 for various geometries and flow
regimes and have also developed mass transfer correlations by fitting data to
Eq. 7-58 for various geometries and flow regimes. The forms of mass transfer
correlations for different geometry and flow conditions are discussed briefly
in the next subsection. In spite of the plethora of papers on mass transfer
(there are at least 100,000 articles in the archival literature), mass transfer
correlations for complex geometry and flow conditions do not exist for
every situation. For such cases, it is possible to estimate the mass transfer
coefficient for component A if the mass transfer for another component,
B, is known. This relationship is discussed at the end of this section.

The characteristic length in Eq. 7-50 was the length of the flat plate. A
common geometry in environmental applications is spheres (such as where
the extracting phase is a bubble or air or a particle or activated carbon). Re
is defined differently for a sphere than it is for flat surfaces:

prudy
Ly

where d, = diameter of sphere or particle, m

Re = (7-59)

7-5 Correlations for Mass Transfer Coefficients at an Interface

Common Mass
Transfer
Correlations

Based on the models in the previous section, numerous mass transfer
correlations have been developed to estimate mass transfer coefficients for
various geometries and flow regimes. This section describes common forms
of mass transfer correlations, and the relationship between mass transfer
coefficients and diffusing species.

Mass transfer coefficient correlations for a variety of transfer situations are
shown in Table 7-5. Some of these correlations are obtained by analogy
to heat transfer, others by measurement or theoretical approximation.
Correlations presented in Table 7-5 include (1) Gnielinski correlation for
packed beds, which can be used for calculating mass transfer coefficients
in gas- and liquid-phase adsorption (see Chap. 15); (2) Onda correlation
for absorption and air stripping, which can be used to determine the mass
transfer coefficient in packed-tower air stripping (see Chap. 14); and (3) the
Gilliland correlation for gases and liquids in pipes. Many other correlations
for other geometries and flow regimes are available in the literature. The
procedure for calculating a mass transfer coefficient using the Gnielinski
correlation is presented in Example 7-5.
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426 7 Principles of Mass Transfer

Example 7-5 Application of a correlation to determine a mass
transfer coefficient

A resort in the mountains has a good water source; however, the water
is extremely soft (no hardness) and acidic, which makes cleaning and
bathing difficult. One solution is to pass the low-pH water through a packed
bed containing crushed limestone (CaCO3). Determine the film transfer
coefficient for limestone media. Given: The media diameter d, is 1.0 cm,
the bed porosity ¢ is 0.43, the particle sphericity @ is 0.8, the temperature
is 20°C, and the superficial velocity v, through the bed is 12 m/h.

Solution

Determine the mass transfer coefficient ks for limestone particles using the
Gnielinski correlation in Table 7-5.

1. Calculate the diffusion coefficient for aqueous calcium carbonate
using the Nernst—Haskell equation (see Example 7-2). From Table 7-4,
the limiting conductances are 59.5 (cm2-C2)/(J-s-eq) for Ca?* and
69.3 (cm2.C2)/(J-s-eq) for CO32~.

5 (8.314J/moI-K)(298K)|: (3+3) }
I:
o500 | (o) (258)

=852 x10"%m?/s =8.52 x 10719 m?/s
2. Calculate Re from the equation in Table 7-5. From App. C, p; =
998.2 kg/m* and y; = 1.002 x 10-3 kg/m-s at 20°C.
_ p®dyv _ p1PdpV)
el el

(998.2 kg/m?) (0.8) [1.0 cm x (1m/100 cm)][12 m/h x (1 /3600 s)]
(0.43) (1.002 x 103 kg/m - 5)

=618
3. Calculate Sc using Eq. 7-53:

R A 1.002 x 103 kg/m - s
~ ofDr oDy (998.26 kg/m3) (8.52 x 10-10 m2/s)

=1180
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4. Calculate k¢ using the empirical correlation given in Table 7-5:
1+1.5(1—¢)]Ds

=L i

(2 +0.644Re!/? 3c1/3)

[1+15(1-043)] (852 x 10710 m?/s)

427

- [2+0.644 (61.8)"/% (1180) "]

1 cm x (1 m/100 cm)
=876 x 10 m/s

Despite the availability of mass transfer correlations for diverse situations,
there are many cases for which mass transfer correlations do not exist.
Under such circumstances, the mass transfer coefficient of one solute can
be used to estimate the mass transfer coefficient of another. For example,
if the mass transfer coefficient for oxygen is known, the mass transfer
coefficient for other compounds can be calculated. The procedure is
convenient because the mass transfer coefficient for dissolved oxygen is
relatively easy to measure and many correlations are available for oxygen
transfer.

Mass transfer correlations depend on the exponent of the Schmidt num-
ber (i.e., the b that appears in Eq. 7-59, Sc’), and this dependency allows for
estimation of the mass transfer coefficient of one compound from the mass
transfer coefficient of another compound. Situations that arise include
(1) mass transfer occurs only by molecular diffusion, (2) the fluid moves
freely to the surface and surface renewal occurs, and (3) the fluid cannot
move freely to the surface because the interface is a solid and a boundary
layer forms. If mass transfer occurs only by molecular diffusion, the rela-
tionship between the mass transfer coefficient and diffusion coefficient is

kL,
Dy

Sh 1 (7-60)
where  k; = fluid-phase mass transfer coefficient, m/s

L, = characteristic length, m

Dy = fluid-phase diffusion coefficient, m?/s

For pure molecular diffusion, ky is directly proportional to Dy, that is,
kr o< Dy. Thus, if k4 for one compound is known, then ks p can be
determined from the relationship

Fw _ Dy

= (7-61)
ka  Dia

Relationship
between Mass
Transfer
Coefficients and
Diffusing Species
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where  kyp = fluid-phase mass transfer coefficient for B, m/s
ks o = fluid-phase mass transfer coefficient for A, m/s
Dy = fluid-phase diffusion coefficient of B, m2/s
Dra= fluid-phase diffusion coefficient of A, m?2/s

The surface renewal model presented in Sec. 7-4 yields a dependence on
the Sherwood number as shown here:

kL. 0

Sh = L o S = (L> (7-62)
Dy prDy

Thus, from Eq. 7-61, it can be seen that the surface renewal model predicts

that k; depends on the diffusion coefficient according to the expression

ky o D})‘5 (7-63)

Thus, if mass transfer occurs according to the surface renewal model and if
kr A is known, then kg can be determined from the relationship

0.5
Fyn _ (%) (7-64)
kf,A D/-,A

A third situation is described by the penetration model or boundary
layer model. As discussed in Sec. 7-4, the boundary layer model yields a
dependence of Sh as shown here:

koL /3
Sh = /= & Scl/3 = (i) (7-65)

From Eq. 7-65, ks depends on the diffusion coefficient according to the
expression

ky o DJ?/ 3 (7-66)

If kA is known, then k¢ can be determined from the following expression:

2/3
bw _ (%) ! (7-67)
kA Dy A

The dependency of the ratio of the mass transfer coefficients for con-
stituents A and B on the ratio of the diffusivities of A and B for some
common situations that are encountered in water treatment are given in
Table 7-6. The procedure to calculate one mass transfer coefficient from
another is demonstrated in Example 7-6.
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Table 7-6

Dependency of ratio of mass transfer coefficients for compounds A and B on ratio of diffusivities
of A and B for some common situations in water treatment

(%
Ds a

Situation

Transport from fluid to solid
or from solid to liquid

Mass transfer resistance in
water at air—water interface

Mass transfer resistance in
air at air—water interface

ke _
k¢,a

kes _
L

@ =
kiA

(
(

Dra

;

23
Df,B) 4

D >0.5
Dia

Comment

A boundary layer forms because the velocity at the
solid—fluid interface is zero.

For an air—water interface, no velocity gradient
exists in the water at the boundary because the
viscosity of air is 50 times lower than that for
water at 1 atm (the air offers no resistance against
which a liquid velocity gradient would form).

At the air—water interface, a boundary layer forms
in the air because the higher viscosity of the water
causes the water to essentially act as a solid
surface. At very high air Reynolds numbers the air
velocity gradient can decay and the dependency
would tend toward 3.

where k¢ kj, and kg = fluid-, liquid-, and gas-phase mass transfer coefficients for solutes A and B, m/s
D¢ Dy, and Dg, = fluid-, liquid-, and gas-phase diffusion coefficients for solutes A and B, m2/s
n = exponent used to describe the relationship between the ratio of the mass transfer
transfer coefficients of compounds A and B to the ratio of diffusion coefficients
of compounds A and B

Example 7-6 Determination of mass transfer coefficient
by relating mass transfer coefficients and diffusion coefficients

The mass transfer coefficient of oxygen in a mass transfer device measured
at 20°Cis kj o, = 0.0045 m/s. Estimate the mass transfer coefficient of ben-
zene at 20°C on the water side of an air—water interface in the device by
relating mass transfer coefficients and diffusivities of benzene to those of
oxygen. From Table 7-1, the liquid diffusion coefficient for benzene at 20°C
is Djpenzene = 1.02 x 10=2 m?/s.

Solution

Determine the mass transfer coefficient for benzene, Kjpenzene, Using the
relationship for mass transfer resistance in the water at the air—water

interface in Table 7-6.
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1. Determine the diffusion coefficient of oxygen at 20°C using Eq. 7-35:
Djo, = LOA+B/T) (1.0 x 10—9)
— 10315-831.0/(273+20)K (1.0 % 1079>

=2.06 x 10°m?/s
2. Determine Kjpenzene USINg Eq. 7-62:

0.5 0.5
kI,B DI,B kI,benzene Dl,benzene
Kia Dia k0, Do,

05 05
D 1.02 x 1079 m?/s
Kibenzene = k’,02< ,lezene) = (0.0045 m/s)(2 06 i 10-9 m2;S>
02 ’

=0.0032 m/s

7-6 Design of Treatment Systems Controlled by Mass Transfer

When treatment devices are controlled by the rate of mass transfer, the
concepts presented in this chapter can be used for design. The relationship
between mass transfer and process design will be developed more fully in
Chaps. 14 (Air Stripping and Aeration), 15 (Adsorption), and 17 (Reverse
Osmosis), but an illustration of how mass transfer concepts can be used to
design a treatment system is presented in the following example.

Example 7-7 Design of a packed column treatment system
controlled by mass transfer

An acid waste stream is to be neutralized by continuous (steady state) flow
through a column packed with a rapidly dissolving calcium carbonate media.
Determine the hydraulic residence time and bed depth necessary so that the
column effluent is 99 percent saturated with calcium carbonate, assuming
that the dissolution is limited only by the rate of diffusion through the
boundary layer. The media characteristics are the same as in Example 7-5;
the media diameter dp is 1.0 cm, the bed porosity ¢ is 0.43, the particle
sphericity ® is 0.8, and the superficial velocity v through the bed is 12 m/h.
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Solution

1. A schematic of the media bed is shown below. Set up a mass balance
(see Chap. 6) using the liquid in a differential unit of depth in the
bed as the control volume. Since the system is at steady state, the
accumulation term is zero. The differential element has two mass input
terms, one from advective flow of water containing calcium carbonate
from the previous differential element (QCy), and the other from the
dissolution of the calcium carbonate. The mass flow due to diffusion
through the boundary layer is described by Eq. 7-46, except that the
concentration gradient is (Cs — Cy), where Cs is the calcium carbonate
concentration at the surface of the media (which is at the saturation
concentration) and Cy is the concentration in the bulk solution. The
mass output term is QCyxax. The volume of the differential element
is V = AAx, where A is the cross-sectional area of the column. The
mass balance can be set up and algebraically rearranged as follows:

¢c =0
¢CX X
AX
CX+AX
T,
0 = [mass in] — [mass out] (1)
0 = QCx + ksa (Cs — Cx) V — QCxax (2)
G —C k:a
%zﬁ(cs—cxm 3)

2. The term on the left is the derivative dC/dx after taking the limit
as Ax — 0. The equation is algebraically rearranged again so that
both sides of the equation can be integrated across the depth of the

column:
. i ka
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Ce

L
dC  kaA
C..c- 0 / X B
0 0

3. Integrating Eq. 5 and recognizing that Ax L =V and V/Q = = (the
hydraulic residence time) yields

Cs—Ce) kraA V
_|n o L:ka—:ka (6
( Cs Q feig = et ’

4. The specific area is determined as in Example 7-4, except that the
sphericity increases the surface area to be greater than that of a
sphere. Substituting the values from the problem statement yields

6(1—¢) 6(1-0.43) 1
— = =428 m~ 7
= "od, ~ (0.8)(0.0Im) " 7

5. In Example 7-5, ks was determined to be 8.76 x 10-® m/s. The
concentration in the effluent of the column is 0.99Cs. Then (Cs —
Ce)/Cs = (Cs — 0.99C,)/Cs = 0.01. Rearranging Eq. 6 and plugging
in the necessary values yields

_—ln [(Cs — Ce) /Cs] B —In(0.01)

ka (8.76 x 10-6m/s) (428 m-))
= 1230 s =20.5min=0.34h

6. The depth of the column is determined by multiplying the superficial
velocity by the detention time:

L=vr=(12m/)(0.34h) =41m

Comment

When dissolution is rapid as in this example, the size of the column will
be controlled by the rate of mass transfer. Examining steps 4 through 6
indicates that reducing the size of the media would increase the specific
area and thereby decrease the required depth of the column. For instance,
reducing the diameter of the media to 1 mm would increase the specific
area to 4280 m~! and decrease the depth of the column to 0.41 m. These
calculations demonstrate the importance of specific area in designing mass
transfer equipment.

In many situations, dissolution kinetics are slower and the process
is controlled by the rate of dissolution and not by the rate of mass
transfer (i.e., calcium carbonate diffuses through the boundary layer faster
than it dissolves, so that the concentration at the surface (Cs) is not
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the saturated concentration). The difference between reaction-limited and
mass-transfer-limited processes is an additional complication in designing
treatment equipment.
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/-7 Evaluating the Concentration Gradient with Operating Diagrams

The last sections have dealt with development of theory and correlations
needed to determine mass transfer coefficients. This section explores the
other half of the primary mass transfer equation (Eq. 7-3), the concentration
gradient. The concentration gradient and the impact it has on mass
transfer can be evaluated graphically. Graphical analysis of concentration
gradients depends on the type of contacting equipment. The major types
of contacting equipment are described next, followed by a discussion of
operating diagrams, also known as McCabe—Thiele diagrams.

Two major methods are used for bringing two phases into contact: batch
operation and continuous operation. Continuous systems may be operated
with or without discrete stages.

BATCH OPERATION
A batch operation is a contained system with no flow in or out. Typically,
the two phases are brought together, allowed to approach equilibrium,
and then separated. An example of a batch operation is an adsorption
equilibrium isotherm conducted by adding powdered activated carbon
(PAC) to a bottle.

CONTINUOUS OPERATION

A continuous operation involves flow within the system. Three flow patterns
are possible with continuous operations: (1) co-current, (2) countercurrent,
and (3) cross flow. A co-current operation consists of a system in which the
two contacting phases flow in the same direction. In water treatment, there
are natural draft co-current stripping devices in which the falling water
creates a natural draft of air to flow through the device.

A countercurrent operation consists of a system in which the two contact-
ing phases flow in opposite directions. Countercurrent operation represents
the preferred mode of operation for many air-stripping processes, such as
packed towers, as will be discussed in Chap. 14.

In a cross-flow operation, the two contacting phases flow perpendicular
to one another. Sedimentation is an example of a cross-flow process and is
widely used in water treatment, but cross-flow operations in general are less
common for mass-transferred-controlled processes in water treatment.

In a staged operation, the process is operated as a series of stages. The
two phases are mixed with each other in each phase, and the concentrations

Contact Modes
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in both phases are uniform within each stage. The flow pattern in a staged
operation can be co-current, cross flow, or countercurrent. An example of
a countercurrent staged operation is a low-profile air stripper, which will
be examined in Chap. 14.

The impact of the concentration gradient on the rate of mass transfer
between two phases can be evaluated graphically using a concept called
operating diagrams, or McCabe—-Thiele diagrams (McCabe and Thiele,
1925). Operating diagrams are drawn by plotting the solute concentration
in the extracting phase (e.g., air for gas transfer, activated carbon for
adsorption) as a function of the solute concentration in the aqueous phase.
The operating diagram consists of two lines: (1) an equilibrium line and
(2) an operating line. Operating diagrams can be used to determine the
minimum amount of the extracting phase needed for treatment and to
examine graphically the trade-off between the size of the mass transfer con-
tacting device and the quantity of extracting phase needed (e.g., air—water
ratio for stripping or PAC required for adsorption).

EQUILIBRIUM LINE

The equilibrium line is derived from two-phase equilibrium relation-
ships and gives the solute concentration in the extracting phase that
exists when the extracting and aqueous phases are in equilibrium
with each other. Examples of two-phase equilibrium relationships

— V" are Henry’s law for air stripping and the Freundlich isotherm for

adsorption. Equilibrium relationships were introduced in Chap. 5,
and additional details on Henry’s law and Freundlich isotherms will
be provided in Chaps. 14 and 15, respectively.

OPERATING LINE

The operating line is derived from a mass balance on the contacting
device, relating the solute concentration in each phase initially to
the solute concentration in each phase after contact has begun. An
example using a batch reactor, in which PAC is added to a vessel
containing a solution of water and an organic solute, is shown on
Fig. 7-6. Initially, there is no solute adsorbed onto the PAC. The mass
balance for this system is as follows:

mass remaining
< Mass present > _ < mass ) n

initially in solution adsorbed m solut10r¥ after (7-68)
adsorption

VCy = Mg+ VC (7-69)

where V= volume of liquid in vessel, L
Co = initial concentration of solute in vessel, mg/L
M = mass of carbon, g
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g = concentration of solute adsorbed to the activated carbon
at any time, mg/g

C = concentration of the solute in the water after adsorption,
mg/L

Equation 7-69 can be rearranged as follows:

-
g=7; (G =0 (7-70)

The operating line, which is the solute concentration in the extracting
phase as a function of the concentration in the aqueous phase at any point
in time after contact has started, is defined by Eq. 7-70. When the PAC is
first added to the vessel, there is no solute on the PAC. As time proceeds,
the solute becomes adsorbed onto the PAC, and ¢ and C at a particular
time are related to one another by the operating line. It should be noted
that although adsorption in a batch reactor proceeds toward equilibrium
over the passage of time, the operating line does not identify the time
progression of the process but only relates the dependent variables ¢ and C.

The operating diagram for the relationship described in Eq. 7-70 is
shown on Fig. 7-7. Equation 7-70 is the equation of a straight line with a
slope of —V /M, and several operating lines with different values for V/M
have been shown. The equilibrium line is shown on Fig. 7-7 as a dashed line.

DRIVING FORCE

The driving force for mass transfer, as shown on Fig. 7-7, is the difference
between the actual solute concentration in solution and the concentration
in solution that would be in equilibrium with the extracting phase. Initially,
the solute is entirely in the aqueous phase, and the solute is transferred
rapidly to the PAC. As time progresses, the concentration on the PAC
increases and the concentration in the aqueous phase decreases, which slows
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the rate of mass transfer. After a very long time, the solute concentration
in the water is in equilibrium with the concentration on the PAC, and bulk
mass transfer ceases. Thus, the concentration gradient, or driving force, is
defined as the difference between the actual and equilibrium concentration
C, in the aqueous phase.

Because the equilibrium concentration is identified by the equilibrium
line and the actual concentration (determined by mass balance) isidentified
by the operating line, the horizontal distance between these lines describes
the concentration gradient. Equilibrium occurs and mass transfer ceases
when the operating line and equilibrium line intersect.

The operating diagram can be used to determine the minimum amount of
extracting phase required for treatment, which is an initial indicator of the
feasibility of a process. For example, if millions of tons of activated carbon
are required to treat a given water, then adsorption with activated carbon
is not a feasible treatment option and no further analysis is necessary. If a
separation process appears to be feasible based on the amount of extracting
phase, then more detailed design and economic calculations are warranted.

An operating line analysis for an adsorption process is shown on Fig. 7-7.
For a given volume of water, the quantity of PAC required can be defined by
the V /M ratio, with greater values of V/M (greater slope of the operating
line) corresponding to smaller amounts of PAC. If the treatment objective
is the concentration shown as Cro on Fig. 7-7, the minimum amount of
PAC required can be determined from the operating line with the slope
of (V/M)s, which is the operating line that intersects the equilibrium line
at the value of Cro. Operating lines with greater slope, shown as (V/M)4,
intersect the equilibrium line at a concentration higher than CGro and
therefore would be unable to meet the treatment objective.

The operating diagram also qualitatively demonstrates the trade-off
between the quantity of the extracting phase and the size of the contacting
device. For the operating line identified as (V/M)s, the driving force
(horizontal distance between the equilibrium and operating lines) becomes
infinitesimally small as equilibrium is approached. The small driving force
results in a slow rate of mass transfer, requiring an exceedingly long
time to reach the treatment objective. In a flow-through system treating a
specified water flow rate, a long time corresponds to a long detention time
and hence a very large contactor. The operating lines labeled as (V/M);
and (V/M)o have lower slopes, which correspond to greater quantities
of carbon, but have larger concentration gradients when the actual
concentration (operating line) reaches the treatment objective, resulting
in shorter contact times. Thus, for the operating lines shown, the line
labeled (V /M) would use the most carbon but have the smallest contactor,
the line labeled (V/M)9 would have an intermediate carbon usage rate and
contactor size, the line labeled (V/M)3 would use the minimum amount
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of carbon but have a large (theoretically, infinitely large) contactor, and
the line labeled (V/M)4 would be unable to meet the treatment objective.

Equation 7-70 is for a batch operation, but a similar relationship can be
derived for cocurrent continuous plug flow operation. If a quantity of PAC
per time, M,, is added to water with a flow rate, Q, the mass balance is the
same as presented previously in Eq. 7-68.

mass remaining
Mass present mass . .
= + [ in solution after

initially in solution adsorbed .
adsorption
QG = M,q+ QC (7-71)
Q
=—(G-C 7-7
1= 3 (G =€) (7-72)

where Q = flow rate, L/s
Co = initial concentration of solute in the solution, mg/L
M, = PAC feed rate, mass added per time, g/s
C = concentration of the solute in the water at any time, mg/L
g = concentration of solute adsorbed to the activated carbon at
any time, mg/g

The PAC dosage in the plug flow system, M,/ Q, is identical to the PAC
dosage in the batch reactor, M/V, and Egs. 7-70 and 7-72 are essentially
identical.

An example calculation of the minimum amount of extracting phase
required for treatment is presented for PAC in Example 7-8.

Example 7-8 Minimum amount of PAC required to achieve given
level of treatment

Many adsorption equilibrium lines, as discussed in Chap. 15, can be
described by the Freundlich isotherm:

qe = KCé/n

where  ge = equilibrium concentration of solute in solid phase, mg/g
K = Freundlich capacity factor, (mg/g)IL/mg]!/"
Ce = equilibrium concentration of solute in aqueous phase, mg/L
1/n = Freundlich intensity factor, dimensionless

Calculate the minimum dose of PAC that is required for the removal of
geosmin, an odor-producing compound. The initial concentration is 50 ng/L,
and the treatment objective Crg is 5 ng/L. The K and 1/n values for geosmin
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are 200 (mg/g)lL/mgl/" and 0.39, respectively. A reasonable PAC dose
would be less than 10 to 20 mg/L. Is the process feasible and should more
detailed studies be conducted?

Solution

1. The lowest PAC dose occurs when the PAC is used to capacity, which
is when the concentration on the PAC would be in equilibrium with
Cro. The concentration on the PAC at equilibrium is calculated with
the equilibrium relationship:

_ 1/n
Qe — KCTO

2. The minimum PAC dose occurs when the operating line (Eq. 7-70)
intersects the equilibrium line at the treatment objective:

vV
Ge = 1 (Co — Cro)

3. The intersection of the equilibrium and operating lines is determined by
equating the two equations given above and solving for the minimum
dose:

(M) GG _ (50 x 10-— 5 x 10-6) mg/L
mn  KCIT 200 x (5 x 10-6)*% mg/g

Vv
=263 x 107 g/L = 0.0263 mg/L

Comment

A dosage of 0.0263 mg/L is within the acceptable range, and additional
tests that simulate water plant conditions (jar tests) can be planned. The
tests would be needed because the presence of natural organic matter
(NOM) will reduce the adsorption capacity. Further, the computed value is
the minimum dose of PAC, which yields an exceedingly small driving force
as equilibrium is approached, resulting in an extremely low rate of mass
transfer and an unreasonably large PAC contactor. In practice, the required
dosage to remove geosmin is at least 100 times greater than 0.0263 mg/L
because of the impact of NOM and mass transfer.

7-8 Mass Transfer across a Gas-Liquid Interface

The various models and correlations that have been developed to describe
the transport across a single interface have been introduced and discussed
in Secs. 7-4 and 7-5. In this section, the methods for describing the transport
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Figure 7-8
Two-film model: mass transfer driving gradients that occur for (a) stripping and (b) absorption.

of solute across a gas—liquid interface are considered. Because boundary
layers can form on both the liquid and gas sides of the interface, the two-
film model can be used to describe mass transfer. Chemical reactions can
increase the rate of mass transfer and are considered in the next section.

The driving force for mass transfer between one phase and another
results from the displacement of the system from equilibrium. The two-film
model describes the interaction of two films (one gas and one liquid) at
the gas—liquid interface. The two situations where mass transfer occurs
between air and water at steady state are shown on Fig. 7-8. The situation
for stripping where mass is transferred from the water to the air is shown on
Fig. 7-8a, and the situation for absorption in which mass is transferred from
the air to the water is shown on Fig. 7-8b. A detailed explanation is only
provided for stripping because the mechanisms and assumptions for mass
transfer are essentially identical for both cases, and the only difference is
that mass is transferred in the opposite direction.

The two-film model is used to describe the mass transfer rate for (a) the air
stripping of VOGs such as methane, trichloroethane, and tetrachloroethane
and other gases such as hydrogen sulfide and (b) the absorption of
gases such as oxygen, carbon dioxide, nitrogen, or ozone. The following
discussion will address the stripping of a volatile component A from water.
As shown on Fig. 7-8a, the concentration of A in the bulk water is larger than
the concentration of A at the air—water interface. Consequently, A diffuses
from the bulk solution, where its liquid concentration is G, to the air—water
interface, where its liquid concentration is C,. The difference between G,

’
4
"’ // ¥s =HC,
Co
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and G, is the driving force for stripping in the liquid phase. There is
a discontinuity in the concentration at the air—water interface because
A partitions in air at a different concentration based on equilibrium or
Henry’s law (see Chap. 14). Similarly, the concentration of A in the air at the
air—water interface, yy, is larger than the concentration of A in the bulk air,
Y, and it diffuses from the air—water interface to the bulk air. The difference
between y; and y; is the driving force for stripping in the gas phase.

Local equilibrium occurs at the air—water interface because random molec-
ular movement (on a local scale of nanometers in water and thousands of
nanometers on the air side) causes constituent A to dissolve in the aqueous
phase and volatilize into the air at a rate more rapidly than diffusion to
or away from the air—water interface. Accordingly, local equilibrium may
be assumed and Henry’s law can be used to relate y; to C; (Lewis and
Whitman, 1924):

v = HC (7-73)

where y; = gas-phase concentration of A at air—water interface, mg/L
H = Henry’s law constant, L. of water/L of air, dimensionless
C; = liquid-phase concentration of A at air—water interface, mg/L

For a dilute solution where no accumulation occurs at the surface, the flux
of A through the gas-phase film must be equal to the flux through the
liquid-phase film. Thus

JA = kl (Cb - Cs) = kg (ys - yb) (7'74)

where J4 = flux of A across air—water interface, mg/m2~s

k; = liquid-phase mass transfer coefficient for rate at which
contaminant A is transferred from bulk aqueous phase to
air—water interface, m/s

Cy = liquid-phase concentration of A in bulk solution, mg/L

(s = liquid-phase concentration of A at air—water interface, mg/L

ks = gas-phase mass transfer coefficient for rate at which
contaminant A is transferred from air—water interface to
bulk gas phase, m/s

95 = gas-phase concentration of A at air—water interface, mg/L

yp = gas-phase concentration of A in bulk solution, mg/L

Both k; and k, are sometimes referred to as local mass transfer coefficients
for the llquld and gas phases because they depend upon the conditions at
or near the air—water interface in their particular phase. The flux cannot
be determined directly from Eq. 7-74 because the interfacial concentrations
ys and C; are not known and cannot be measured easily. Consequently,
it is necessary to define another flux equation in terms of hypothetical
concentrations that are easy to determine. If it is hypothesized that all
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the resistance to mass transfer is on the liquid side, then there is no
concentration gradient on the gas side and a hypothetical concentration,
C, can be defined as shown on Fig. 7-8a:

= HC; (7-75)

where C; = liquid-phase concentration of A that is in equilibrium with
bulk air concentration, mg/L

Alternatively, it can be hypothesized that all the resistance to mass transfer
is on the gas side, in which case there is no concentration gradient on the
liquid side and a hypothetical concentration y{ can be defined as shown on
Fig. 7-8b:

Yy = HG, (7-76)

where y; = gas-phase concentration of A that is in equilibrium with bulk
water concentration, mg/L

For stripping operations, mass balances are normally written on the liquid
side, and it is convenient to calculate the mass transfer rate using the
hypothetical concentration C;* and an overall mass transfer coefficient K,
as shown in the equation

A=K (G —C)) (7-77)

where ]y = mass flux of A across air—water interface, mg/m?-s
K; = overall mass transfer coefficient, m/s
Cy = liquid-phase concentration of A in bulk solution, mg/L
C = liquid-phase concentration of A at air—water interface
assuming no concentration gradient in air phase, mg/L

Since no mass accumulates at the interface, the hypothetical, gas-side, and
liquid-side mass fluxes given in Eqs. 7-74 and 7-77 must all be equal to one
another:

Ja=ki(Cy— C) =ky (ys—m) = K1 (G, — C) (7-78)

Equation 7-78 relates K;, to k and ke and accounts for mass transfer
resistances on both the gas and liquid sides of the interface, which is
known as the two-film model. The individual expressions in Eq. 7-78 can be
rearranged as follows:

Cy— C, = A (7-79)
ky

Ys — Vb = ‘iﬁ (7-80)
g

G —Cf = ]i (7-81)

K;
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The overall mass transfer coefficient can be related to the local mass transfer
coefficients starting with the relationship

G — C_g* =(G—C)+ (Cs - Cg‘*) (7'82)

Substituting Egs. 7-73 and 7-75 into Eq. 7-80, and then substituting Egs.
7-79 to 7-81 into Eq. 7-82 yields

Sy b )
K. k| Hkg

or
1o, s
K. k' Hk,

Thus, according to the two-film model, the mass flux across the interface
can be calculated using the expression

Ja =K. (Cb - y—”) (7-85)
H

Equation 7-85 is convenient to use because the driving force for stripping

(Cy — yp/H) involves concentrations that are easy to measure. The overall

mass transfer coefficient can be estimated from the local mass transfer

coefficients, and the local mass transfer coefficients can be determined

from correlations.

Evaluating which phase controls the mass transfer rate is important in
optimizing the design and operation of aeration and air-stripping processes.
For example, when the liquid-phase resistance controls the mass transfer
rate, increasing the mixing of the air will have little impact on the removal
efficiency. From Eq. 7-84, the overall resistance to mass transfer is equal to
the sum of the resistance in the liquid and gas phases and can be rewritten as

Ry =R, + Rg/H (7-86)

where Ry = overall resistance to mass transfer, equal to 1/K;, s/m
Ry = liquid-phase resistance to mass transfer, equal to 1/k;, s/m
R¢ = gas-phase resistance to mass transfer, equal to 1/kg, s/m

To evaluate which phase controls the rate of mass transfer, Eq. 7-86 can be
rearranged as follows to evaluate the liquid resistance as a fraction of total

resistance:
Ry, 1/k H

L= = (7-87)
Ry 1/k+1/Hk,  H+ ki/k

Based on Eq. 7-87, the fraction of total resistance contributed by the liquid
resistance depends on the value of H relative to k;/k,. Reported values of
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the ratio kg /k; range are (1) 40 to 200 (Munz and Roberts, 1989) for surface
aerators, (2) 5 to 50 for packed towers, and (3) 2.2 to 3.6 for diffused
bubble aeration (Hsieh et al., 1993). Inverting these values to obtain k;/k,
yields 0.005 to 0.025 for surface aerators, 0.02 to 0.2 for packed towers,
and 0.28 to 0.45 for diffused bubble aeration. Assuming k;/k, = 0.01, the
liquid phase controls the rate of mass transfer for compounds with H
values greater than about 0.05. The gas phase controls mass transfer of
compounds with H values less than 0.002. For compounds with H values
between 0.002 and 0.05, the liquid and the gas phase both control the
rate of mass transfer. A higher value of H indicates that the solute will
have a greater concentration in the gas phase for a given concentration
in the liquid phase, so the general trend expressed by Eq. 7-87 is that the
phase that is less preferred by the solute is the phase that controls the mass
transfer rate.

When designing aeration and stripping processes, the rate of mass transfer
is often expressed on a volumetric basis rather than an interfacial area
basis. The flux term is converted to a volumetric basis by multiplying by the
surface area available for mass transfer per contactor vessel volume, «, as
defined in Sec. 7-4. Equation 7-84 can be expressed in terms of a volumetric
mass transfer rate by dividing by the area a:

1 1 n 1
KLa_kga Hkqa

(7-88)

where K = overall liquid mass transfer coefficient, m/s
a = specific surface area mZ/m?
k; = liquid-phase mass transfer coefficient, m/s
ke = gas-phase mass transfer coefficient, m/s

The combined coefficient K7 a can then be incorporated into equations for
mass transfer across a gas—liquid interface, using Eqs. 7-46 and 7-73:

My = Ky a (c;, - %) v (7-89)

where My = mass flow of A, mg/s
K a = overall liquid-side mass transfer coefficient, s7!

V = volume of contactor, m>

To relate the mass transfer coefficients of one compound to another
when mass transfer resistances exist on both the water and gas side of the
interface, Eq. 7-84 or 7-88 is combined in several ways depending on which
mass transfer coefficients are known. In one approach the overall mass
transfer coefficient of B can be determined from the gas- and liquid-side
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mass transfer coefficients for compound A. The following equation can be
derived by combining Eq. 7-88 with Eqgs. 7-64 and 7-67:

1 1 1
= + (7-90)

LB& kiaa (ﬁ) Hpkgaa (—g’B>
Dy Dy A

where Kj p = overall mass transfer rate of B, s7!
a = specific surface area m?/m?

ki o = liquid-phase mass transfer coefficient of compound A, m/s
D,y = liquid-phase diffusion coefficient of compound B, m?/s
Dy = liquid-phase diffusion coefficient of compound A, m?/s
n = empirical exponent
Hp = Henry’s constant for compound B, L of water/L of air,
dimensionless
ke A = gas-phase mass transfer coefficient of compound A, m/s
D, A = gas-phase diffusion coefficient of compound A, m?2/s
Dy = gas-phase diffusion coefficient of compound B, m?2/s
m = empirical exponent

As discussed in Sec. 7-5 and shown in Table 7-6, n and m have values
between % for no boundary layer (no velocity gradient at the interface) and
% for a boundary layer (velocity gradient at the interface). Normally, the
gas side has a velocity gradient and the water side has no velocity gradient,
so that n and m are % and %, respectively.

In another approach, the ratio of kg/k; is assumed to be a constant for all
compounds. This ratio is relatively constant for a given device and does not
depend on the compound (Hsieh et al., 1993; Munz and Roberts, 1989).
Therefore, the following simplification can be made:

hgia = L (7-91)

kia R

where kg ; = gas-phase mass transfer coefficient of compound i, m/s
k;; = liquid-phase mass transfer coefficient of compound 7, m/s
a = specific surface area m?/m?
kg / ki = ratio of gas-phase mass transfer coefficient to liquid-phase
mass transfer coefficient, which tends to be constant for a
given separation device

Values of the inverse of the ratio k,/k; were presented in the earlier discus-
sion on determination of the phase that controls the mass transfer rate.
Rewriting Eq. 7-88 in terms of a compound c¢ yields

L1,
Kpia  kya Hikg ia

(792)
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Multipling both sides of Eq. 7-92 by k;;a and solve for K ja yields

-1

Kpia=hoa|l4— (7-93)

1ia = kia g
H; (kg,ia/kyia)

where Kj ; = overall mass transfer coefficient for compound ¢, m/s
H; = Henry’s constant for compound i, L. of water/L of air,
dimensionless

Substituting Eq. 7-91 into Eq. 7-93 results in the expression

K hsa |1+ — R (7-94)
ia=h;a — -
L, 1, Hl (kg/kl)

It is convenient to choose a reference compound that is easy to measure
and has all resistance to mass transfer on the liquid side, such as oxygen,
because the overall mass transfer coefficient is equal to the liquid-phase
mass transfer coefficient for such a compound:

1 1 1 1

= = (795)
Ki04a kio,a  Ho, kg,o2 a kiosa

K[A,()2 a = k1,02 a (7—96)

where  Kj o, = overall mass transfer coefficient for oxygen, s7!

k.0, = liquid-phase mass transfer rate constant for oxygen, s~
a = specific surface area m?/m?
Hp, = Henry’s law constant for oxygen, L of water/L of air,
dimensionless

ks 0, = gas-phase mass transfer coefficient for oxygen, m/s

The mass transfer coefficient of a given compound, ¢, can be related to the
mass transfer coefficient for oxygen by dividing Eq. 7-94 by Eq. 7-96:

1
Ky ki 1
Li® P4 gy (7-97)
Kio,a  ko,a H; (kg / ki)

1

where K ; = overall mass transfer coefficient for component 7, s~
ki = liquid-phase mass transfer coefficient for component 4, s~!
H; = Henry’s law constant for component 7, L of water/L of air,
dimensionless
a = specific surface area m?2/m?>

k; = liquid-phase mass transfer coefficient, m/s
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ks = gas-phase mass transfer coefficient, m/s
kg / ki = ratio of gas-phase to liquid-phase mass transfer
coefficients, which tends to be relatively constant for a
given device and does not depend on the compound

The ratio of the mass transfer coefficients k;;a/k;0,a in Eq. 7-97 can be
determined from Table 7-6 for the case where the mass transfer resistance
is in the water at the air—water interface:

kia ki ( Dy, )1/2 (7.98)

ko,a ko, Dy 0,

where Dy; = liquid-phase diffusion coefficient of compound i, m?/s
D, 0, = liquid-phase diffusion coefficient of oxygen, m?/s

The final expression for determining the mass transfer coefficient of
any compound ¢ using oxygen as a reference compound results from

substituting Eq. 7-98 into Eq. 7-97:

9 —1
K K ( Dui )W P (7-99)
ia = o | —— —_— -
L L9225\ Do, H; (ky/ )

The procedure for determining an overall mass transfer coefficient from
diffusion coefficients is demonstrated in Example 7-9.

Example 7-9 Determining the overall mass transfer coefficient
using oxygen as reference compound

Calculate the overall mass transfer coefficient K; a of benzene at 20°C using
oxygen as a reference compound for a mechanical surface aerator. Given:
The mass transfer rate constant of oxygen (K o,a) for the device has been
measured at 0.0015 s—1. From Table 7-1, the liquid diffusion coefficient of
benzene at 20°C is Dy = 1.02 x 10-2 m?/s. From Example 7-6, the liquid
diffusion coefficient of oxygen at 20°C is Djo, = 2.06 x 10~ m?/s. The
Henry's law constant of benzene at 20°C is H = 0.188 (see Chap. 14).

Solution

1. Determine kg/k;. As discussed in the section on determination of the
phase that controls mass transfer, for mechanical surface aeration
devices, kg/k; values vary from 40 to 200. Choose a value of
kg/k = 40.
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2. Determine K| a for benzene from Eq. 7-99:

172 =1
Dl(benzene) 1_
L d(benzene) L,0, ( D/,02 H (kg/kl)

1/2 -1
1,02 x 10-9 1
— -\ (=20 -
= (040155~ (2.06 < 10—9> [1 " (0.188) (40)]
—0.00093 5}

Comment

Choosing a value of kg/k; = 40 represents a conservative estimate of the
mass transfer rate constant. The mass transfer rate constant predicted by
Eq. 7-99 will be at its lowest value for the range of kg/k values applicable
to mechanical surface aeration (40 < kg/k; < 200) when kg/k = 40.

7-9 Enhancement of Mass Transfer across an Interface
by Chemical Reactions

If a chemical reaction occurs after a solute enters the water at the air—water
interface, the mass transfer rate of absorption may be faster than the rate of
transfer by diffusion alone. The reason for the increase is that the reaction
occurs within the mass transfer boundary layer. The reaction causes a much
sharper concentration gradient; and, as predicted by Fick’s first law, the
larger concentration gradient causes a faster mass transfer rate. There are
two possible situations: (a) as shown on Fig. 7-9a, some solute is left after
the mass transfer boundary layer and (b) as shown on Fig. 7-9b, there is
no solute left after the mass transfer boundary layer because the chemical
reaction proceeds rapidly.

Several gases commonly used in water treatment applications, notably
chlorine, sulfur dioxide, carbon dioxide, and ozone, undergo hydrolysis
reactions or rapid chemical reactions with other solutes and water. The
increase in rate of mass transfer must be considered in the process design of
absorption equipment. The magnitude of this increase depends on the type
of chemical reaction (e.g., reversible, irreversible, series), reaction order,
reaction rate constants, concentration of reactants, and the solute diffusion
coefficients (Danckwerts, 1970).

While innumerable reaction combinations are possible, chemical
reactions for gases in water used in water treatment fall mainly in two
categories: first-order, irreversible reactions and rapid or instantaneous
reversible reactions.
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Figure 7-9

Concentration profiles in the mass transfer
boundary layer for two situations where a
chemical reaction is occurring: (a) some 0 S
solute is left after the mass transfer
boundary layer and (b) no solute is left

7 Principles of Mass Transfer

C*

after the mass transfer boundary layer. (a) (b)

Consider a first-order, irreversible reaction in the water phase with rate
constant ki, as illustrated by the nearly irreversible reaction of SOy in water:

SOy (g) + HeO —“> HSO5™ + HT (7-100)
where k, = first-order reaction rate constant, s\

Assuming that mass transfer resistances in the gas phase are negligible, it
has been shown that the gas transfer flux at steady state is given by the
expression (Danckwerts, 1970)

Ha
Ja=h [C T cosh (Ha)i| tanh (Ha)
where Ja = gas transfer flux, mg/m2~s
k; = liquid-phase mass transfer coefficient, m/s
C* = liquid-phase concentration in equilibrium with bulk gas
concentration, mg/L
C = concentration in bulk water, mg/L
Ha = Hatta number, dimensionless
cosh = hyperbolic cosine
tanh = hyperbolic tangent

(7-101)

The Hatta number is given by the expression
N Diky
ki

where D; = diffusion coefficient of solute in water, m?/s
1

Ha =

(7-102)

k, = first-order reaction rate constant, s~

When a single gas such as pure chlorine or carbon dioxide is absorbed, mass
transfer resistances in the gas phase are negligible, and Eq. 7-101 can be
used to predict the enhancement of the mass transfer rate due to reaction.
The mass transfer coefficient & shown in Eq. 7-101 can be estimated using
a mass transfer correlation, and the Hatta number can be calculated from
the diffusion coefficient and first-order rate constant of the species.
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The second term that appears on the right-hand side of Eq. 7-101 defines
the driving force. If Ha > 5, the reaction occurs entirely in the water near
the interface, and the bulk water concentration of the dissolving solute is
zero, as shown on Fig. 7-9b. In this case, Eq. 7-101 simplifies to the following
expression [note that tanh(5) = 1]:

Ja=kHacC" (7-103)

The flux in the absence of reaction for a zero bulk solution concentration
would be
Ja=HkC" (7-104)

By comparing Eqgs. 7-103 and 7-104, it is seen that the rate of mass transfer
is enhanced by a factor that is equal to the Hatta number, Ha:

flux with reaction ~ (Ha) k

Eﬂux

= : : = Ha (7-105)
flux without reaction k;

where FEj.x = enhancement in mass transfer due to reaction

Enhancement factors for many other chemical reaction types are summa-
rized by several authors (Danckwerts, 1970; Levenspiel, 1998; Sherwood
etal.,, 1975). Enhancements of Ha = 1000 are possible for fast radical reac-
tions. The impact of hydrolysis on the rate of mass transfer is demonstrated
in Example 7-10.

Example 7-10 Impact of rapid hydrolysis reactions
on mass transfer

Many gases added to water during water treatment that undergo rapid
hydrolysis reactions can accelerate the rate of absorption. Calculate the
enhancement of initial mass transfer rate for the absorption of pure gaseous
chlorine into water. The initial chlorine concentration in the bulk solution
is equal to zero. Given: The temperature is 20°C. Tests were conducted
using oxygen, and the oxygen liquid-phase mass transfer coefficient ko,
was determined to be 10-* m/s. Using Eq. 7-32, the liquid-phase diffusion
coefficient for chlorine, Djc,, based on a molar volume of 43.2 cm3/mol
(2 x 21.6, see Table 7-3), is 1.41 x 10~2 m2/s. Using Eq. 7-35, the
liquid-phase diffusion coefficient for oxygen, Djo,, is 2.06 x 10~ m?/s.
The rate constant k, for chlorine is 11 s=! at 20°C (Eigen and Kustin,
1962). Chlorine reacts with water as follows:

Cly + H,0 = HOCI + HCI (a)
HOCI = H* + OCI~ (b)
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The reaction to form HOCI is nearly complete and can be considered a
pseudo-first-order, irreversible reaction.

Cl, . products

Solution

The enhancement is equal to the relative initial mass transfer rate, which is
equal to the ratio of the mass transfer flux for chlorine enhanced by reaction
to the mass transfer flux for chlorine in the absence of reaction.

1. The initial mass transfer flux for chlorine without considering the
hydrolysis reaction is given by Eq. 7-45, for which the initial chlorine
concentration in the bulk solution is equal to O:

Joi, = ke, Cgy,
2. The enhanced gas transfer flux due to reaction is described by the
following expression (Eq. 7-101) when the bulk concentration is zero:
Ha
— k o D
Joi, = ki, Co, tanh (Ha)

3. Thus, the enhancement of the initial mass transfer rate for the absorp-
tion of pure gaseous chlorine is given by the ratio of the mass transfer
with (step 2) and without (step 1) the hydrolysis reaction.

k Ha/tanh (Ha
Relative initial mass transfer rate = 1c1, [Ha/tanh (Ha) | = 1
Kicl, tanh (Ha)

a. Determine k; ¢, using the relationship for mass transfer resistance
in the water at the air—water interface in Table 7-6. Rearranging
the expression in Table 7-6 to solve for ki, yields

1/2 1/2
Dici 1.41 x 102
kic,, =k —t2 = (10" —_
o ik (D;,oz) 1w (2.06 <103
=826 x10°m/s
b. Determine Ha using Eq. 7-102:

Ha — Dk B  Dici ke B [(1.41 x 1079 mz/s) (11 S—l)]1/2
=% _

- k,yc[2 (826 x 10-° m/S)

=1.51
c. Determine tanh(Ha):
tanh (Ha) = tanh (1.51) = 0.907
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d. Determine the relative rate:

Ha 1.51

fanh (Ha) ~ 0007 — 1°

Relative rate =

Comment

The initial mass transfer rate for chlorine is 66 percent faster because of the
hydrolysis reaction. The value of cosh(Ha) for chlorine is 2.37; consequently,
the second term in the mass transfer rate expression (see Eq. 7-101) is
lower by a factor of 2.37 because of the hydrolysis of chlorine, and the
mass transfer rate for chlorine would always be significantly enhanced by
chemical reaction. Therefore, the mass transfer device can be smaller than
expected by considering mass transfer alone.

Problems and Discussion Topics

7-1

7-2

Explain which method or method(s) of estimating diffusion coeffi-
cients are best suited for the following cases:
a. Methane gas diffusing in water

b. Asugar cube diffusing in a cup of iced tea
c. A globular protein diffusing in blood
d. NaCl diffusing in water

Using the Stokes—Einstein equation, derive an expression for diffu-
sion coefficient D; of a large molecule diffusing through water as a
function of the water temperature 7T, water viscosity j;, molecular
weight of the molecule (MW), and molecular density of the molecule
(pm). Hint: Use the definition of density to relate py to MW and
molecular diameter dy. Be sure to specify units of measure.

Estimate the diffusion coefficient for humic acid in water at 25°C
using (a) the Stokes—Einstein equation and (b) the Polson equation.
The MW of humic acid is 3000 and molecular diameter is 0.8 nm.

Use (a) the Hayduk—-Laudie correlation and (b) the Nernst—Haskell
equation to estimate the diffusion coefficient of acetic acid
(CH3COOH) in water at 25°C assuming no electrical field is
present in the solution. Compare the results from these two
different methods to the measured value cited in Table 7-1. Assume
CH3COOH is fully protonated for the Hayduk-Laudie correlation
and fully dissociated for the Nernst—Haskell equation. Hint: One of
the oxygen atoms in CH3COOH has a double bond to carbon while
the other oxygen has a single bond to hydrogen and a single bond
to carbon.
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7-5

7-6

7-7

7-8

7-9

7-10

7-11

7-12

Using (a) the Hayduk-Laudie correlation and (b) the Nernst—
Haskell equation, estimate the diffusion coefficient in water of one
of the following compounds (compound to be selected by the instruc-
tor): chloroacetate (CICHoCOOH), cyanoacetate (CNCHoCOOH),
or benzoic acid (CgHz COOH). Calculate the diffusion coefficient at
the following temperatures: 10, 15, 20, 25, 30, and 40°C. Compare
the two methods (Hayduk-Laudie correlation and Nernst—Haskell
equation) by plotting the diffusion coefficient as a function of tem-
perature.

Estimate the diffusion coefficient of the dissolved gas COg in water
at 25°C. Compare the result to the value given in Table 7-1.

Estimate the diffusion coefficient of one of the following dissolved
gases (compound to be selected by the instructor) in water: Os,
COg, Clo, or NHs. Calculate the diffusion coefficient at the following
temperatures: 10, 15, 20, 25, 30, and 40°C and plot as a function of
temperature.

Determine the specific surface area (the area available for mass
transfer per volume) of the particle, for the following particles:
sphere (diameter d), square (side length L), and cylinder (length L
and diameter d).

Determine the specific surface area (the area available for oxygen
transfer per volume) for a concrete sewer pipe that has a circular
cross section of radius r filled to a channel height 4 and having a
length L for the following cases: (a) 2 < r and (b) A > 7.

Raw water that has an influent pH of 2.8 is to be fed to a packed bed
of crushed limestone to raise the pH and add hardness (as Ca?t).
The temperature is 25°C, the bed porosity is 0.5, and the particle
sphericity is 0.75. Calculate the film transfer coefficient for limestone
media for 0.5-, 1.5-, 2-, or 3- cm limestone particles (particle size to
be specified by the instructor). The flow rate is 800 L/min and the
superficial velocity is 10 m/h. Use the Nernst—Haskell equation to
estimate the diffusion coefficient.

Determine the mass transfer coefficient of tetrachloroethene (PCE)
on the water side of an air—water interface by relating mass transfer
coefficients and diffusivities of PCE to those of oxygen. Given: The
temperature is 15°C. Calculate the liquid diffusion coefficient of PCE
at 15°C from the Hayduk-Laudie correlation. The mass transfer
coefficient of oxygen in the mass transfer device at 15°C is ko, =
0.0045 m/s.

During an experiment, various amounts of PAC are added to separate
500-mL bottles filled with water containing 25 mg/L of an organic
contaminant. The contents of the sealed bottles were mixed and
allowed to equilibrate for 2 weeks (this is adequate time to achieve
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equilibrium). Analysis of the water revealed that the aqueous-phase
organic contaminant decreased to the concentrations specified in
the table below. Plot the operating lines (McCabe-Thiele diagram)
and specify the V /M ratios. Draw the phase equilibrium line.

Bottle
ltem A B C D E
PAC dosage, mg 6 10 20 40 200

Aqueous equilibrium concentration, mg/L.  16.2 11.7 6.1 3.1 2.1

7-13

7-14

7-15

Derive the following expression based on the two-film model:

1 H 1

= + —
Kga kia = kea

Many gases added to water during water treatment undergo rapid
hydrolysis reactions that accelerate the rate of absorption. Calculate
the enhancement of initial mass transfer rate for the absorption
of carbon dioxide into water. The temperature is 20°C. Tests were
conducted using oxygen, and the oxygen liquid-phase mass transfer
coefficient was determined to be 10~% m/s. The liquid diffusion
coefficient for oxygen, D;0,, is 2.067 x 1079 m2/s.

The rate constant k; for COs is 0.02 s~!. The COy reacts with water
as follows:

COQ(g) + HQO = H2C03

HoCOs = HCO3™ + HT
HCO;~ = COs2~ + H

At neutral pH, the absorption of carbon dioxide can be thought of
as the following irreversible reaction:

COg LN products

Estimate the enhancement of the mass transfer rate for SOy absorp-
tion. For SOg, the pertinent reactions are

SO (g) + HoO = HsSO3
HsSOs = HSO3~ + H™
HSO3 = SO3~ + H"

At neutral pH, HoSOj rapidly dissociates, and the SOg reaction with
water becomes pseudo—first order, given as

SO9 L) products
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For SOg, the rapid hydrolysis reaction dramatically enhances the rate
of absorption. The first-order rate constant k at 20°C is 3.4 x 10°
s7! (Eigen etal., 1961).

7-16 Calculate the mass transfer rate constant of tetrachloroethene (PCE),
K a,at13°C using oxygen as a reference compound for a mechanical
surface aerator. Given: The mass transfer rate constant of oxygen is
Kr.0,a = 0.0015 s~1. Calculate the liquid diffusion coefficient of
PCE at 13°C using the Hayduk—Laudie correlation. The Henry’s law
constant of PCE at 13°C is H = 0.50.
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Chemical
Oxidation and
Reduction

8-1 Introduction to Use of Oxidation Processes in Water Treatment
Commonly Used Oxidants
Application of Conventional Oxidants in Water Treatment

8-2 Fundamentals of Chemical Oxidation and Reduction
Introduction to Redox Reactions
Standard Electrode Potentials and Redox Equilibrium Reactions
Ey—pH Predominance Area Diagrams: Definition and Example for Chlorine
Rate of Oxidation—Reduction Processes

8-3 Conventional Chemical Oxidants
Oxygen (0,)
Chlorine (Cl,)
Chlorine Dioxide (CIO,)
Hydrogen Peroxide (H,05)
Ozone (03)
Permanganate (MnO, )

8-4 Photolysis
Energy Required for Photolysis and Wavelength of Light
Estimating Photolysis for Single Absorbing Solute
Photolysis in Presence of Multiple Absorbing Compounds
Addressing Multiple Wavelengths
Application of Photolysis in Water Treatment

Problems and Discussion Topics
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